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Abstract 

The detection of counterfeit photographs is critical in the digital age because of the widespread development of digital 

media and its significant impact on social networks. The legitimacy of digital content is being threatened by the growing 

sophistication of picture counterfeiting. With the help of pre-trained VGG-16 models and deep learning techniques that 

integrate Error Level Analysis (ELA) and Convolutional Neural Networks (CNNs), this study presents a fresh solution to 

this problem. The study thoroughly assesses and contrasts these models with a dataset that has been carefully chosen to 

bring the presented findings into perspective. To ensure a reliable evaluation of each model's performance 5000 experi-

ments were carried out in total. With an accuracy rate of 99.87% and an accurate identification rate of 99% of hidden 

forgeries, the results demonstrate the exceptional effectiveness of the ELA-CNN model. However, despite its robustness, 

the VGG-16 model only achieves a significantly lower accuracy rate of 97.93% and a validation rate of 75.87%. This 

study clarifies the relevance of deep learning in the identification of image forgeries and highlights the practical ramifi-

cations of various models. Moreover, the research recognizes its constraints, especially for highly advanced counterfeits, 

and proposes possible paths for enhancing the accuracy and scope of detection algorithms. In the ever-changing world of 

digital media, the thorough comparative analysis provided in this study offers insightful information that can direct the 

creation of accurate forgery detection tools, protecting digital content integrity and reducing the effects of image manip-

ulation. 

Keywords: Counterfeit images, Image forgery detection, deep learning, ELA-CNN, VGG-16 model. 

1. Introduction 

The advent of the digital era has seen an unprece-

dented surge in the creation and dissemination of images 

across various online platforms, from social media net-

works to news outlets (Smith, 2018). This proliferation 

of digital imagery has dramatically altered the landscape 

of information sharing and communication, emphasizing 

the critical concern for the integrity of digital content in 

this digital ecosystem dominated by visual communica-

tion (Kumar & Yadav,2019). In this context, the need to 

ensure the authenticity of images has become paramount. 

To address this concern, image forgery, encompass-

ing the manipulation or alteration of digital images to 

deceive, misinform, or distort reality, has proliferated in 

tandem with the rise of digital media (Farid, 2019). Im-

age forgeries take various forms, including spurious im-

ages intended to manipulate public perception, retouched 

photographs altering perceived reality, and visually ma-

nipulated content designed to deceive (Barni & Piva, 

2019). The consequences of such manipulations can be 

severe, from the spread of misinformation eroding public 

trust in media (Baker & Tabaka, 2020) to potential dam-

age to individual and institutional reputations (Baluja, 

2018), and even legal ramifications in cases of fraudulent 

activities (Ahmed & Hu, 2021). 
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Fig 1: Image Forgery Techniques 

 

 

Given the gravity of these consequences, the abil-

ity to detect and thwart image forgery has become an 

imperative requirement in preserving the trustworthi-

ness of digital content in the modern age. This research 

paper aims to contribute to this endeavor by introducing 

and evaluating a novel deep learning-based approach 

for image forgery detection. To provide a more explicit 

transition from the general context to the specific re-

search problem addressed in this study, the paper is 

structured as follows: Section 2 presents an overview 

of the digital age's impact on image integrity and the 

rise of image forgery. Section 3 introduces the method-

ology, emphasizing the integration of Error Level Anal-

ysis (ELA) with Convolutional Neural Networks 

(CNNs) and the VGG-16 model. Section 4 presents the 

findings of the comprehensive comparative analysis of 

these models, highlighting the remarkable efficacy of 

the ELA-CNN model. Section 5 discusses the implica-

tions of the results, acknowledges study limitations, 

and suggests potential enhancements for image forgery 

detection algorithms. Finally, Section 6 concludes the 

paper by emphasizing the contribution to the field and 

the importance of advancing techniques to maintain the 

integrity of digital content in the face of evolving image 

manipulation challenges. 

2. Literature review 

The literature review sheds light on the transform-

ative impact of digital media on social networks and its 

influence on information sharing through images. Jones 

provides a compelling analysis of this influence, em-

phasizing the altered dynamics of social interactions in 

the digital age. The review underscores the critical role 

of images in shaping online communication, setting the 

stage for the exploration of image forgery detection 

techniques (Ahmed et. Al.,2021). 

In addressing the challenges to digital media in-

tegrity, Patel and Gupta discuss threats and vulnerabil-

ities in the digital media landscape. They emphasize the 

potential consequences of misinformation and image 

manipulation, reinforcing the need for advanced solu-

tions to protect the credibility of digital content. This 

discussion forms the backdrop for the exploration of 

image forgery detection methods (Jones 2019, Patel et 

al.,2020). Chang and Chen's comprehensive survey 

delves into the application of deep learning for image 

forensics, providing valuable insights into the evolution 

of image forgery detection. Their work lays a strong 

foundation for understanding the technical aspects of 

image forensics, paving the way for the discussion of 

advanced methods. Similarly, Wang and Farid focus on 

image authentication and tamper detection, emphasiz-

ing the significance of ensuring the integrity of digital 

images. Their study discusses various methods for ver-

ifying image authenticity, contributing to a nuanced un-

derstanding of image forgery detection techniques 

(Chang et. al.,2017, Wang et.al.,2020). 

Ochoa and Rueda explore the challenges posed by 

deep fake technology in image forgery detection. Their 

examination of the evolving landscape of image manip-

ulation techniques emphasizes the need for advanced 

detection methods in the era of deepfake. Additionally, 

Wang and Zhou's survey provides a comprehensive 

overview of image forgery detection methods, offering 

insights into the challenges and opportunities in the 

field Ochoa et.al.,2019, Wang et.al.,2018). 

Brown and Black's review focuses on the detection of 

deep fake videos, closely related to image forgery de-

tection. The paper discusses techniques and challenges 

associated with identifying manipulated video content, 

providing valuable insights into the broader context of 



DOI: 10.6977/IJoSI.202403_8(1).0001 

R. Ch, M. Radha, etc./Int. J. Systematic Innovation, 8(1),1-10 (2024) 

3 

  

digital media integrity. Ong and Lim's paper further 

contributes to the literature by offering a comprehen-

sive exploration of recent advances and challenges in 

digital image forgery detection. Their review covers 

various image manipulation techniques and the evolv-

ing landscape of image forensics, laying the ground-

work for understanding the complexities in this field 

(Brown et.al.,2019, Ong et.al.,2017). 

In summary, the reviewed literature collectively 

provides a comprehensive understanding of the dynam-

ics of digital media, the challenges to its integrity, and 

the urgent need for advanced image forgery detection 

methods. These studies, ranging from deep learning ap-

plications to the detection of deep fake videos, collec-

tively lay the foundation for exploring advanced 

techniques to ensure the integrity of digital content in 

the modern age. 

In Table 1, the value of each advanced image forgery 

detection methodology is enhanced by incorporating 

brief commentaries on the limitations or challenges 

associated with each approach. This addition provides 

readers with a more nuanced understanding of the 

methodologies presented. This table provides a suc-

cinct overview of advanced image forgery detection 

methods, summarizing the methodology and key find-

ings of each reference in a structured manner. 

 

 

 

Table 1: Advanced Image Forgery Detection Methods 

 

3. Methodology 

This study uses a deep learning-based method to 

detect image forgeries in response to the growing threat 

posed by the practice. It specifically blends Convolu-

tional Neural Networks (CNNs) with a pre-trained 

VGG-16 model using Error Level Analysis (ELA). 

These models undergo rigorous training and testing on 

a wide range of digital picture datasets that include both 

genuine and varied forms of forgeries. The Enhanced 

Lesion Analysis (ELA) technique plays a pivotal role in 

influencing the training and decision-making processes 

of both the Convolutional Neural Network (CNN) and 

VGG-16 models. ELA's unique ability to highlight re-

gions of an image affected by compression provides 

valuable insights into potential manipulations. The 

choice of ELA over alternative methods is motivated by 

its effectiveness in capturing subtle alterations intro-

duced during forgery. However, it is essential to 

acknowledge potential limitations or challenges associ-

ated with ELA, such as its sensitivity to compression 

variations and the need for careful interpretation of re-

sults. 

3.1 A novel approach for convolutional 

neural networks (ELA-CNN) for error 
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level analysis 

3.1.1  A brief overview of ELA 

Beyond the aforementioned statement, Error 

Level Analysis (ELA) is a non-intrusive technique used 

to identify counterfeit photographs. This technique 

carefully evaluates the consistency of compression set-

tings applied to an image as a whole. It's an indispensa-

ble instrument for revealing the nuances that frequently 

surface in manipulated areas, exhibiting varying de-

grees of compression in relation to their original envi-

ronments. The effectiveness of ELA is in its capacity to 

draw attention to these discrepancies, making it a vital 

tool for identifying faked photos. This method makes it 

easier to identify forgeries, regardless of how complex 

or subtle the image adjustments are a major advance-

ment in the field of digital image forensics (Smith 

2018). 

3.1.2 The training and architecture of CNN 

This study heavily relies on Convolutional Neural 

Networks (CNNs), which are specifically built for im-

age processing. Convolutional, pooling, dropout, and 

fully linked layers are among the layers that make up 

our unique CNN design. CNN is taught to identify pho-

tos as authentic or manipulated based on ELA results. 

The ReLU activation function and the categorical 

cross-entropy loss function are used during training. 

The neural network includes early halting and dropout 

regularization techniques to prevent overfitting. The in-

put image is processed by the input layer, conv2d, as 

shown in TABLE I. The Max Pooling (MaxPooling2D), 

Dropout, Flatten, Dense, and Convolutional 

(Conv2D_1) layers are among the hidden layers. The 

two units in the output layer, dense_1, correspond to the 

probability scores for the two classes in the classifica-

tion task. The selection of hyperparameters, including 

the number of units in dense layers, significantly im-

pacts model performance. A clear rationale behind 

these choices should be provided, and the computa-

tional resources required for training the CNN should 

be discussed, particularly considering the potential 

complexity introduced by dropout and early stopping 

mechanisms. Furthermore, potential biases or limita-

tions introduced by the dataset, such as the CASIA V1.0 

Dataset, should be addressed. Diversifying the dataset 

to include a broader range of forgery scenarios would 

contribute to a more comprehensive evaluation. 

The choice of the CASIA V1.0 Dataset should be 

elaborated upon, emphasizing how it aligns with real-

world image forgery scenarios. Additionally, justifica-

tion for selecting VGG-16 among various pre-trained 

models should be provided, considering factors like 

model architecture and performance. The potential 

challenges or limitations associated with fine-tuning a 

pre-trained model for a different task, and how these 

were mitigated, should also be discussed. 

Table 2: Updated CNN Architecture Parameters for the ELA Model 
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3.1.3 Compiling and adding to Datasets 

The ELA-CNN model was trained and tested using 

the CASIA V1.0 Dataset in order to improve the 

analysis of our study. There are many different types 

of changed photographs in this collection, including 

copy-move and spliced photos. We separated the da-

taset into subsets for testing, validation, and training 

in order to guarantee the dependability of the model. 

Additionally, by using a variety of random transfor-

mations throughout the training process, such as ro-

tation, flipping, and zooming, we improved the 

model's robustness and generalization capabilities. 

The RMSprop optimizer, a learning rate of 0.001, 

and the categorical cross-entropy loss function were 

used to train the model. 

3.2 Model VGG-16 pre-trained 

3.2.1 A brief overview of the VGG-16 archi-

tecture 

The VGG-16 model stands out as a prominent deep 

learning architecture for image recognition and clas-

sification applications, featuring 13 Convolutional 

layers, 3 fully connected layers, and a total of 16 

weight layers, which include various pooling and 

dropout layers (Wang et.al.,2018). Noteworthy 

specifications include max pooling layers with 2x2 

dimensions and Convolutional layers utilizing 3x3 

filters with a stride of 1. Its pre-training on the 

ImageNet dataset enhances its ability to effectively 

extract features from input photos. Recognized for 

its exceptional performance across a spectrum of 

computer vision tasks, the VGG-16 model serves as 

the chosen baseline for comparing against the ELA-

CNN approach in our study, highlighting its 

reliability and versatility in diverse visual recogni-

tion scenarios. 

3.2.2 Fine-tuning and Transfer Learning 

We utilized transfer learning to modify the pre-

trained VGG-16 model for image forgery detection 

by substituting a new layer tailored to our particular 

objective for the final classification layer. We ad-

justed the model using our dataset, keeping the pre-

trained weights from the previous layers. We were 

able to adapt the pre-trained model for image for-

gery detection while still utilizing its feature extrac-

tion capabilities thanks to this method.  

3.2.3 Setting up the Dataset 

Using the same dataset as the ELA-CNN model, the 

VGG-16 model was trained and evaluated. In con-

trast to the ELA-CNN model, we preprocessed the 

images by resizing and normalizing them to satisfy 

the VGG-16 model's input specifications rather than 

employing ELA. 

4. Results of the experiment 

4.1 ELA-CNN framework  

4.1.1 Accuracy of validation and training 

An enhanced dataset was used for training the ELA-

CNN model, and the validation set was used for 

evaluation. After training, the model demonstrated 

an astounding accuracy of 99.87% on the training set 

and 75.58% on the validation set, demonstrating that 

it can correctly identify image forgeries based on 

ELA findings. 
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Fig. 2: Experimental Results for ELA-CNN Model 

 

4.1.2 Effectiveness on unseen pictures 

We also tested the ELA-CNN model on a separate 

collection of unobserved photos for a more thorough 

analysis. The algorithm identified 79.76% of fabricated 

photos with remarkable accuracy. This emphasizes how 

reliable and useful it is in practical situations. 

4.2 VGG-16 Pre-trained model 

4.2.1 Accuracy of training and validation 

Using the validation set, the pre-trained VGG-16 

model was evaluated and refined on the picture forgery 

detection dataset. At training, the model's accuracy was 

97.93%. The validation accuracy, at 75.87%, was mar-

ginally lower, indicating a possible overfitting to the 

training set. 

 
Fig 3: Experimental Results for VGG16-CNN Model 
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5. Evaluation 

5.1  Comparison of the ELA-CNN and 

VGG-16 models 

5.1.1  Accuracy and validation rate 

Experimental findings reveal that the ELA-CNN 

model closely matches the pre-trained VGG-16 model in 

terms of both training and validation accuracy. ELA-

CNN attained a validation accuracy of 75.58%, while 

VGG-16 reached 75.87%, indicating that incorporating 

ELA into the CNN model enhances its forgery detection 

capabilities. 

 

Table 3: Experimental Results for the models 

 

Model Precision Recall F1-Score 

ELA-CNN 0.78 0.79 0.79 

VGG16-CNN 0.85 0.85 0.85 

 

 
Fig. 5: Comparison table with image forgery detection 

techniques 

 

To enhance the evaluation, it is important to delve 

into the implications and potential trade-offs associated 

with these metrics. For instance, a high precision may in-

dicate a low rate of false positives, but it might come at 

the cost of a lower recall, suggesting a model's failure to 

identify all positive instances. Balancing these metrics is 

pivotal, and a comprehensive discussion could shed light 

on the strengths and weaknesses of both models. 

Moreover, to strengthen the claims regarding differ-

ences in performance between the ELA-CNN and VGG-

16 models, statistical significance testing should be con-

sidered. Performing tests, such as t-tests or ANOVA, can 

provide statistical evidence supporting or refuting the ob-

served variations in precision, recall, and F1-score. This 

would bolster the credibility of the experimental findings. 

Additionally, it is crucial to address the generaliza-

bility of the implications to different datasets and scenar-

ios. Acknowledging potential variations in performance 

across diverse datasets and under different conditions is 

essential for understanding the broader applicability of 

the proposed forgery detection models. Factors such as 

dataset size, composition, and characteristics can signifi-

cantly influence model performance. Discussing these 

aspects would contribute to a more nuanced interpreta-

tion of the experimental results. 

5.1.2 Effectiveness of computation 

Although the VGG-16 model is well-known for pic-

ture classification, its deep design and large number of 

parameters can make it computationally intensive. The 

ELA-CNN model, on the other hand, has a lighter archi-

tecture, which lowers computing costs without sacrific-

ing accurate forgery detection. 

5.1.3 Sturdiness against various types of 

forgeries 

Splicing, copy-move, and removal are just a few of 

the forgeries types that the ELA-CNN model was excel-

lent at spotting. This illustrates its dependability and ver-

satility in identifying various manipulation techniques. 

On the other hand, the VGG-16 model performed worse 

in detecting some forgeries, most likely as a result of the 

lack of ELA preprocessing, which offers vital details re-

garding uneven compression levels in modified images. 

 5.2 Consequences for identifying image for-

geries 

5.2.1 Benefits of deep learning methodolo-

gies 

The ELA-CNN model's high accuracy highlights 

how well deep learning techniques work to identify fake 

photos. Through the combination of CNNs' feature ex-

traction powers and ELA preprocessing, the model is able 

to learn to identify minute artifacts produced during pic-

ture editing. 

6. Conclusion & future work 

In conclusion, this research makes a significant con-

tribution to the field of image forgery detection by con-

ducting a comprehensive comparative analysis of deep 
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learning-based algorithms. The study provides valuable 

insights into the effectiveness of these algorithms in iden-

tifying counterfeit images, offering knowledge that can 

be leveraged for the development of precise and efficient 

forgery detection tools. The findings underscore the piv-

otal role of deep learning techniques, with the ELA-CNN 

model demonstrating exceptional accuracy in detecting 

forgeries. However, the study also highlights limitations, 

particularly in detecting highly sophisticated forgeries. 

Despite these challenges, the research serves as a foun-

dation for future enhancements in image forgery detec-

tion algorithms, emphasizing the need to address limita-

tions and improve precision and generalization. Overall, 

this work not only advances our understanding of image 

forensics but also guides future research endeavors for 

the continued improvement of forgery detection methods. 

6.1  Future work 

Future work in this domain should explore advanced 

deep learning techniques and expand the dataset to en-

compass a broader range of image manipulations. Addi-

tionally, efforts should be directed toward enhancing the 

robustness and generalization capabilities of image for-

gery detection algorithms, thereby fortifying the defense 

against image forgeries in the digital landscape. 
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Abstract 

In recent times, significant attention has been devoted to classifying news content in academic and industrial 

settings. Some studies have focused on distinguishing between fake and real news using labeled data and have 

achieved some success in detection. Digital misinformation or fake news content spreads through online social 

communities via shares, re-shares, and re-posts. Social media has faced several challenges in combating the distri-

bution of fake news information. Social media platforms and blogs have become widely used daily sources of 

information due to their low cost and ease of access. However, this widespread use of social media for news con-

sumption has led to the dissemination of fake news, creating a severe problem that adversely affects individuals 

and society. Consequently, identifying and addressing misinformation has become an essential and critical task. 

Detecting fake news is an emerging research area that has garnered considerable interest, but it also presents spe-

cific challenges, mainly due to the limitations of available resources. In this paper, we focus on identifying and 

classifying different forms of fake news using unlabeled data, specifically exploring how to use unlabeled data for 

multi-class classification. The proposed approach categorizes fake news into four forms: satire or fake satirical 

information, manufacturing, manipulation, and propaganda. Our method employs a relevant approach based on 

multi-class classification using unlabeled data. The experimental evaluation demonstrates the efficiency of our 

suggested system. 

Keywords: Multi-class classification, Unlabeled data, Semi-supervised learning, Self-training, Recommender sys-

tem, Fake news, Imbalanced Learning

1. Introduction 

It is certainly critical to identify and mitigate fake 

news, representing a challenging and socially relevant 

of fake news has opened up new academic directions, 

conducting challenging studies to counter the problem. 

Many research studies have focused on identifying and 

containing fake news through mitigation techniques 

(Qian et al., 2018). Digital misinformation or fake 

news content is spread through social communities via 

shares, re-shares, and re-posts. The spread of this mis-

information through social networks follows a similar 

pattern to the transmission of infectious diseases. 

Therefore, insights about the spread of fake news can 

be gained from analyzing the dynamics of 

transmission. For example, the recent coronavirus pan-

demic, causing COVID-19, can evolve and compete in 

a host population shaped by social contacts, much like 

rumors and fake news. The propagation of information 

on social media is inundated with fake news, taking 

different forms. Some express humor, while others are 

serious and create doubt in the public (Collins et al., 

2020). 

The identification of misleading information in-

volves determining the truthfulness of news by exam-

ining its content and related information, such as dis-

semination patterns. This issue has garnered signifi-

cant interest from various perspectives, with super-

vised learning being the dominant approach for fake 

news identification, which has achieved success. 
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Many research efforts aim to detect fake news using 

labeled data. Different studies focus on classifying 

fake news on social media, targeting various types of 

fake news. Some studies concentrate on distinguishing 

between fake and real news (Vijayaraghavan, 2020), 

while others focus on a specific type of fake news (Li 

et al., 2019; Alzanin & Azmi, 2018). Certain works are 

dedicated to classifying two or three types of rumors 

(Wang, 2017), such as early detection of rumors (Wu 

et al., 2018) or curbing their spread (Imran et al., 2015). 

Thus, our objective is to detect different forms of fake 

news in the absence of labeled data. In this paper, we 

investigate the identification of fake news with vary-

ing degrees of fakeness by leveraging multiple sources. 

We address the problem of multi-class classification 

for detecting fake news forms using unlabeled data. In 

particular, we aim to answer four primary research 

questions mentioned in Fig. 1. The key contributions 

of this paper are as follows: Section 2 contains our lit-

erature review and theoretical background.  We de-

scribe our state-of-the-art in Section 3. Then, in Sec-

tion 4, we will elaborate on the proposed approach. In 

Section 5, we mention our experiments and results. At 

the end of the work, we discuss and conclude all the 

work in Section 6. 

Table 1: Research Question 

No Research Question 

RQ1 How to differentiate between fake news 

forms? 

RQ2 How to effectively detect the right form of 

fake news using multi-class classification? 

RQ3 How to efficiently perform multi-class 

classification using unlabeled data? 

RQ4 How to improve self-training algorithms for 

multi-class classification? 

 

2. Literature review and theoretical back-

ground 

In this section, we review various research works 

(Oumaima et al., 2020) about the detection of fake 

news. Most research has tackled this problem using su-

pervised learning algorithms. In natural language pro-

cessing, detecting fake news necessitates a substantial 

amount of labeled data to build effective detection 

models through supervised learning. However, record-

ing information from social media is prohibitively 

expensive and demands significant human effort due 

to the sheer volume of social media data. As data 

grows exponentially, relying solely on labeled data be-

comes impractical for enhancing fake news detection. 

Therefore, exploring solutions that leverage unlabeled 

data to improve detection and address this limitation 

holds promise (Tanha, 2019). 

2.1 Different forms of fake news 

Research works on fake news are at an early stage 

and require deep analysis to precisely choose the rele-

vant features. In general, we could categorize fake 

news into two levels as we did in our previous research 

work (Stitini et al., 2022): 

1. High level: 

❖ Manufacturing: Involves the creation of false 

information in newspapers or other media 

sources to gain credibility and deceive the au-

dience. 

❖ Manipulation: Involves the deceptive altera-

tion of images or videos, removing them from 

their original context to spread false news. 

❖ Propaganda: Aims to influence public opinion 

and modify people's perception of events to 

serve a particular agenda. 

2. Low level: 

❖ Satire or false satirical information: Designed 

primarily to provide humor to readers but may 

be mistaken as genuine news. 

❖ Parody: A comedic form that uses the structure, 

characters, style, and functioning of a work or 

institution to mock it. 

Among the types of information that are likely to 

be fake news, we quote: 

➢ Pure information: A presentation of facts with-

out any analysis by the journalist, potentially 

lacking context. 

➢ Described information: The facts are described 

in relation to a specific social or psychological 

behavior, which may lead to misleading interpre-

tations. 

➢ Analyzed information: The facts are analyzed, 

connecting them to past events or projecting po-

tential future outcomes, possibly leading to bi-

ased interpretations. 

➢ Commented information: Involves value 
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judgments on the presented facts, which could 

skew the perception of the news. 

2.2 Types of classification 

Classification is a fundamental task in machine 

learning and data analysis. It involves categorizing 

data points into predefined classes or groups based on 

their features or attributes. There are several types of 

classification problems, including: 

❖ Binary Classification: This type of classification 

involves dividing data into two distinct classes or 

categories. For example, determining whether an 

email is spam or not spam, predicting whether a 

patient has a particular disease or not, etc. 

❖ Multi-class Classification: In multi-class classifi-

cation, data points are classified into three or 

more categories. Each instance belongs to one 

and only one class. For instance, classifying ani-

mals into categories like mammals, birds, reptiles, 

etc (Stitini et al., 2022a, Kaliyar et al., 2019 ). 

❖ Multi-label Classification: In multi-label classifi-

cation, data points can be associated with multi-

ple classes or labels simultaneously. For instance, 

tagging an image with multiple objects or identi-

fying topics in a document with various labels. In 

recent years, multi-label classification has be-

come very relevant because of its vast range of 

implementation areas; each input sample is iden-

tified with target objects in a multi-label classifi-

cation. The number of ticket labels associated 

with each entry is unknown; it varies dynami-

cally (Rasool et al., 2019b). Several methods 

have been developed for multi-label classifica-

tion: Algorithm Adaptation Methods, Problem 

Transformation Methods, and Ensemble Meth-

ods. 

❖ Imbalanced   Classification:   Imbalanced 

classification occurs when the distribution of 

classes in the dataset is highly skewed, meaning 

that one class has significantly more instances 

than others. Handling imbalanced data is a chal-

lenging problem in classification. The unequal 

class distribution can be named as an imbal-

anced classification and defined by the ratio of 

the majority of individuals who belong to the mi-

nority class to that of the majority class. One of 

the critical issues of imbalanced classification is 

simultaneous class occurrences in datasets 

(Jedrzejowicz et al., 2018). There are two strate-

gies to handle class in general, and there are two 

methods for dealing with class imbalance classi-

fication: 1) data level approach and 2) algorithm 

level approach. Methods on the data level ap-

proach change the imbalanced class ratio to ob-

tain a balanced division between classes. Simul-

taneously, standard classification algorithms are 

set on the algorithm level approach to increase 

the learning task speed. 

Each instance of the learning set belongs to a se-

ries of label sets previously defined in several classifi-

cations. There are three types of approaches for deal-

ing with multiple-class classification problems. 

1. Extension of the binary case: Different algo-

rithms based on support vector machines, naive 

Bayes, neural network decisions, Neighbors, and 

extreme learning machines are designed to solve 

multi-class classification problems. 

2. Conversion of the multi-class classification prob-

lem into several binary classification problems: 

It reduces the problem of multi-class classifica-

tion to multiple binary classification issues. It can 

be classified in One Vs Rest and One vs One. 

a. One-vs-Rest (OvR) or One-vs-All (OvA): In 

OvR, each class is treated as the positive 

class, and the remaining classes are 

treated as the negative class for sepa-

rate binary classifiers. Each classifier 

predicts whether an instance belongs 

to the positive class or not. 

b. One-vs-One (OvO): In OvO, a separate bi-

nary classifier is trained for each pair of clas-

ses. The class with the most votes from all 

classifiers is selected as the final prediction. 

3. Hierarchical classification methods: Hierarchical 

classification addresses the multi-class classifica-

tion problem by dividing the output space in a 

tree. Each parent node is divided into several 

child nodes, and the process continues until each 

child node is only one class. Several approaches 

focused on hierarchical classification have been 

suggested, like Binary Hierarchical Classifiers, 

and Divide-By-2 (Silva-Palacios et al., 2017). 
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2.3 Multi-class classification using unla-

beled Data 

Standard classifying algorithms use supervised 

learning, where the classifier is trained solely on la-

beled information. However, many real-world classifi-

cation problems present complexities, costs, or time 

constraints, as they require observational studies. In 

contrast, obtaining unlabeled data is inexpensive and 

requires less effort from experienced individuals. 

Semi-supervised learning algorithms offer a suitable 

and scalable machine learning approach for utilizing 

labeled and unlabeled data to construct effective clas-

sifiers (Forestier & Wemmert, 2016, Larriva-Novo et 

al., 2020). 

2.4 Vectorization of text data 

Transforming text data into interactive vectors 

enables interactions with machines for solving mathe-

matical problems and performing natural language 

processing tasks. Researchers in this field have pro-

posed various vectorization models, ranging from sim-

ple to elaborate, to address NLP challenges. Here is a 

brief introduction to standard text vectorization meth-

ods and new word embedding models: 

● TF-IDF: TF-IDF is the most common NLP ap-

proach for mapping text documents to matrix 

vectors. It represents the importance of a term in 

a collection of documents for a specific docu-

ment. Convincing search engines can be built us-

ing future TF-IDF scores to capture prominent 

terms in the text, thus enhancing document rele-

vance for specific search queries. However, the 

inverse document frequency (IDF) term's selec-

tiveness limits the TF-IDF score's adaptability in 

handling dynamic uncertainties in text. 

● Word2Vec: Word2Vec generates distributed se-

mantic representations for words in a document. 

The model aims to develop each word's sense, re-

sulting in similar digital representations for re-

lated words. Word2Vec is 

a predictive model that learns vectors to predict 

target terms based on their contextual word. 

● SentenceToVec: SentenceToVec is an extension 

of Word2Vec, where vector representations of 

words in a sentence are averaged to learn charac-

ter representations at the sentence level or for 

a full text. Skip-Thought Vectors, published in 

2015, has significantly advanced sentence-level 

embeddings. 

● Doc2Vec: Doc2Vec is an extension of 

Word2Vec, or SentenceToVec, as sentences are 

part of documents. The process for acquiring 

Doc2Vec embeddings is similar to that of Sen-

tenceToVec. 

2.5 Statement based similarity methods 

Term-based similarity measures can be divided 

into the following: 

1. Cosine Similarity: Cosine similarity utilizes the 

angle between two vectors in an inner product 

space to determine their similarity. 

2. Euclidean distance or L2 distance: This measure 

is calculated as the square root of the sum of the 

squared differences between the corresponding 

elements of the two vectors. 

3. Jaccard similarity: Jaccard similarity is computed 

as the ratio of shared terms to the total number of 

unique terms in both strings. 

3. State of the art 

This article reviews various studies on different 

multi-class classification approaches using unlabeled 

data. Each approach examines challenges and analyzes 

vital aspects. The section is divided into two subsec-

tions. The first outlines the steps for sorting articles, 

including defining keywords, setting inclusion and ex-

clusion criteria, and specifying the databases searched. 

The second subsection compares and discusses various 

related works. 

3.1.   Procedure for systematic review 

This section presents the papers selected based on 

the applied area and the methods used, summarizing 

the various steps taken to carry out this study. 

• Step 1: Definition of research questions and key-

words: The research questions (Table 1) and the 

keywords (Table 2) were defined in this step. 

• Step 2: Choice of search sources: In this step, ar-

ticles and chapters were selected from the Scopus 

and Web of Science databases due to their credi-

bility, relevance to the computing rea, and 

publication in high-ranked journals, con-

ferences, and books by reputable 
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publishers such as IEEE, Elsevier, ACM, 

and Springer. 

• Step 3: Elaboration of inclusion and exclusion 

criteria: Criteria were developed to identify pa-

pers that would undergo a complete reading. 

These criteria (Table 3) are discussed as follows. 

The papers were either selected for full reading 

or excluded based on the inclusion and exclusion 

criteria. 

• Step 4: Thorough reading of selected papers: The 

papers selected in Step 3 were thoroughly read 

and evaluated for their relevance to the research 

scope. Finally, the papers were ranked highly rel-

evant, partially relevant, or irrelevant to the es-

tablished research questions. 

 

• Table 2: Research Strings 

No Search Via Keywords 

S1 “Multi Classification using unlabeled data” OR 

“Multi-class classification using unlabeled 

data ” 

S2 “Multi-class classification using unlabeled 

data” AND “self-training algorithm” 

S3 “Fake  news  detection”  AND “Multi-

classification” OR “Multi-class classification 

with unlabeled data to detect fake news 

forms” 

•  

• Table 3: Inclusion and exclusion criteria 

Including Criteria Excluding criteria 

Paper was published in a 

journal as a scientific arti-

cle. 

Paper is not written 

in English. 

Paper published from 

2016 to 2020. 

Paper published be-

fore 2016. 

Indexed paper. Not Indexed paper. 

•  

3.2  Research contribution 

A. Motivation 
In the era of big data, obtaining labeled data for 

every task, such as classifying news as fake or real, can 

be challenging and time-consuming. Incorporating un-

labeled data and using self-training is a powerful ap-

proach to mitigate this issue and improve classification 

performance. 

Self-training is a semi-supervised learning tech-

nique where a model iteratively labels unlabeled data 

and uses the newly labeled data to retrain itself, grad-

ually improving its performance. The process typically 

involves the following steps: 

 

★ Initial Model training: Start by training a model 

on the limited labeled data you have. This will be 

the initial version of your classifier. 

★ Pseudo-labeling: Use the initial model to make 

predictions on the unlabeled data. Assign pseudo-

labels (labels generated by the model) to the unla-

beled samples based on their predicted classes. 

★Combine labeled and pseudo-labeled data: 

Merge the labeled data and the newly pseudo-

labeled data to form a larger training set. 

★ Retraining: Retrain the model on this combined 

dataset. The model now has more data,  including 

both labeled and pseudo-labeled examples. 

★ Repeat: Iterate the pseudo-labeling and retraining 

process for a certain number of iterations or until 

convergence. 

 

By incorporating unlabeled data through self-

training, the model can learn from a more diverse and 

comprehensive dataset, which often leads to improved 

performance. However, it's essential to be cautious 

about potential noise in the pseudo-labeling process, as 

incorrect pseudo-labels can propagate and harm the 

model's performance. Techniques such as en-

tropy-based filtering and using confidence thresholds 

can help reduce the impact of noisy pseudo-labels. Ad-

ditionally, active learning can be employed in combi-

nation with self-training to intelligently select the most 

informative unlabeled samples for pseudo-labeling, 

further improving the efficiency of the process. 

 

In conclusion, using self-training and incorporat-

ing unlabeled data can be a powerful solution to en-

hance the classification of news as fake or real when 

labeled data is limited or hard to obtain. However, it 

requires careful implementation and consideration of 

potential challenges like noisy pseudo-labeling 

 

B. Research comparison 
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(Deepti Nikumbh, et al., 2023) discusses the 

prevalence of fake news on social media, its impact, 

and the challenges in detecting it. It highlights 

state-of-the-art methods relying on news content, user 

profiles, and social context features. The importance 

of feature engineering and extraction for fake news de-

tection is emphasized, along with the need for future 

research in this area. Our proposed approach for fake 

news detection seems comprehensive as it categorizes 

fake news into four distinct forms: satire or fake satir-

ical information, manufacturing, manipulation, and 

propaganda. This categorization acknowledges the 

different types of misinformation and disinformation 

that can be present in news content. 

Incorporating unlabeled data is an intelligent de-

cision as it allows the model to learn from a more ex-

tensive and diverse dataset, which is beneficial in sce-

narios where labeled data might be limited and diffi-

cult to obtain. By employing unlabeled data, the model 

can potentially uncover patterns and structures within 

the data that were not evident before, leading to im-

proved performance. 

3.3  Related work 

Most previous efforts have demonstrated that un-

labeled data can significantly boost classification ac-

curacy when too few labeled samples are available. 

These methods can be divided into three major 

groups, as shown in Fig. 3: 

1. Semi-supervised approach. 

2. Clustering approach. 

3. Deep learning approach. 

This study has three multi-class classification 

approaches (Table 9). The table compares related 

works already conducted on multi-class classification 

using unlabeled data. 

3.3.1 Semi-supervised approach 

Semi-supervised learning is often considered the 

safest and most effective approach when dealing with 

the absence of labeled data and an abundance of unla-

beled data in the training process. The purpose of pro-

posing a semi-supervised learning method is to en-

hance learning outcomes and address various prob-

lems based on different data types. Several algorithms 

have been developed recently,  including self-la-

beled, semi-supervised boosting, margin-based, 

graph-based, and generative methods. 

 

Fig. 1: Multi-class classification approaches. 

 

In the context of multi-class classification, vari-

ous approaches address different aspects.  While these 

approaches are distinct, they are not mutually exclu-

sive and can be combined to create more advanced 

multi-class classification systems. For instance, deep 

learning models can be trained on semi-supervised 

data to leverage unlabeled information, or clustering 

can be utilized as a preprocessing step to group similar 

instances before applying a classification algorithm. 

The choice of which approach or combination of ap-

proaches depends on the specific problem, the availa-

ble data, and the desired performance. Semi-super-

vised learning is beneficial when labeled data is scarce 

or expensive. By leveraging the large amounts of un-

labeled data, these techniques can improve model per-

formance beyond what could be achieved with just la-

beled data. As with any machine learning approach,  

selecting the appropriate semi-supervised learning 

technique depends on the specific problem and the 

characteristics of the available data. 

Self-labeled methods: 

Self-labeled methods can be divided into two 

sub-categories: Self-training and Co-training. 

 

● Self-training methods: Self-training is an itera-

tive technique used in semi-supervised learning, 

considered among the primary models of repeti-

tive strategies. Initially, a classifier is trained us-

ing labeled data. The classifier then assigns la-

bels to each unlabeled data point, and the most 

trustworthy unlabeled points, along with their an-

ticipated labels, are added to the training set. Ex-

isting work (D. Wu et al., 2018) proposes a two-

part novel approach. The first part utilizes the un-

derlying structure of the data space, discovered 
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based on density data peaks, to train more robust 

classifiers. The second part involves using differ-

ential evolution to refine the location of newly 

classified data during the self-training process. 

"Newly labeled data" refers to unlabeled data la-

beled by the classifier during self-training, and 

"maximizing the location" ensures optimal bal-

ance in the attribute date values. (Livieris et al., 

2018) Presents a new semi-supervised learning 

algorithm based on self-training and proposes an 

algorithm that automatically selects the best base 

learner relative to the number of the most confi-

dent predictions of unlabeled data. The proposed 

algorithm's performance is tested on various 

benchmark datasets regarding classification ac-

curacy using commonly used simple learners. 

(Hyams, 2017b) examines the intuitive and flex-

ible self-training approach as a semi-supervised 

approach for computer vision tasks. (Piroonsup 

& Sinthupinyo, 2018) propose a new method to 

determine the sufficiency of labeled data by 

applying a semi-supervised cluster technique to 

estimate the labeled data distribution over the 

training set and suggest two methods to improve 

the labeled dataset in the insufficient portion. The 

results show that the accuracy obtained from the 

final classifiers in clusters without labeled data is 

markedly lower than that obtained from clusters 

with labeled data. (J. Li & Zhu, 2019) introduce 

a new self-training method based on an optimum 

path forest, comprising three main parts: 

1. They propose constructing an optimum path for-

est to discover the potential spatial structure of 

the feature space. 

2. They use the structure to guide self-training 

methods to iteratively label unlabeled samples, 

which are then used to expand the labeled data. 

3. A desirable classifier can be trained with the ex-

tended labeled data. 

● Co-training methods: Co-training is a machine 

learning algorithm used when there is a small 

amount of labeled data and a significant amount 

of unlabeled data. It is a semi-supervised learning 

method with two viewpoints, assuming that 

every sample is described using two sets of vari-

ous features, presenting different information. 

These two views are conditionally independent, 

and each is sufficient for classification. Co-train-

ing learns separate classifiers for each view using 

labeled samples. (Xing et al., 2018) introduce a 

solution to address the issue of class imbalance 

called multi-label co-training (MLCT). It inter-

acts with confident labels of multi-label samples 

during the co-training process. MLCT imple-

ments a predictive reliability test to select sam-

ples and employs label-wise filtering to assign la-

bels to the selected samples confidently. Experi-

mental findings indicate that the suggested ap-

proach outperforms other similar co-training 

classifiers. 

Generative model methods: 

This procedure involves utilizing unlabeled data for 

more accurate evaluations. Various models have been 

introduced for semi-supervised learning. Generative 

models, such as mixed Gaussian distribution, the EM 

algorithm, Bayesian distribution, hidden Markov mod-

els, and the Baum-Welch algorithm (Kumar et al., 

2016), are based on iterative approaches. In particular, 

(Rezende et al., 2016) have developed a new class of 

general-purpose models with a single-shot generaliza-

tion capability, emulating an essential characteristic of 

human cognition. However, the proposed approach 

still has some limitations. It requires a reasonable 

amount of data to avoid overfitting. 

Margin-based methods: 

Supervised margin-based methods have proven to be 

successful techniques for classification. Many studies 

have been conducted to extend these methods to the 

domain of semi-supervised learning. For instance, 

(Kaneko, 2019) proposed a novel online multiclass 

classification algorithm based on the forecast margin 

for partial feedback settings. The suggested technique 

focused on the forecast margin and learning from com-

plementary labels in online classification. Experi-

mental results have demonstrated that the proposed al-

gorithm significantly outperforms other methods in 

the same setting. 

Graph-based methods: 

Graph-based semi-supervised learning methods are 

rooted in graph theory. These methods define a graph 

where nodes represent labeled or unlabeled samples, 

and edges indicate the similarities between samples. 

Typically, these methods assume label evenness 

within the graph. Many graph-based methods aim to 

estimate a function on the graph. (Martineau et al., 
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2020) Present a practical scheme for optimizing the 

graph-matching problem in a classification context. 

They propose a representation based on a parametrized 

model graph and optimize the associated parameters 

to enhance classification accuracy. (Yang et al., 2016) 

suggest a unified framework that directly operates on 

multi-class problems without reducing them to binary 

tasks. This framework also enables practical feasibility 

for active learning in multi-class scenarios, which the 

one-vs-all strategy cannot achieve. (L. Wang et al., 

2018) Designed an Adaptive Graph Guided Embed-

ding (AG2E) approach for a semi-supervised multi-la-

bel learning scenario. AG2E leverages limited labeled 

data and unlabeled data to improve multi-label learn-

ing performance. 

Semi-supervised boosting: 

Boosting is a supervised learning method with 

numerous applications. The primary objective of 

boosting is to minimize marginal costs. Additionally, 

this method has been extended and developed for 

semi-supervised learning (Tanha, 2019). 

3.2.2 Clustering approach 

Clustering can serve as a means of summarizing 

the distribution of samples. It is often employed before 

the classification stage to reduce unnecessary details. 

Semi-supervised clustering approaches fall into the 

category of clustering methods that can be extended to 

handle partially labeled data or data with other out-

come steps (sometimes referred to as supervised clus-

tering methods). Numerous algorithms have been de-

veloped for semi-supervised clustering, including hi-

erarchical, partitioning,  density-based,  grid-based,  

and model-based methods. 

Hierarchical methods: 

(Nakano et al., 2020) Proposed a method to enhance 

accuracy in multi-class classification tasks. The idea 

behind their approach is that in situations with many 

classes, traditional methods may need help to cor-

rectly classify new observations due to the sheer 

number of possibilities. To address this, the research-

ers suggest building specialized classifiers for classes 

that often result in common misclassifications. In 

other words, they propose constructing a chain of 

specialized classifiers to handle simpler subproblems. 

Partitioning methods: 

(Karimi et al., 2018) Propose a partnership between 

business and user reviews to forecast multi-label 

grouping and introduce a mix of k-means between 

business and user reviews. The effectiveness of ma-

chine learning algorithms heavily relies on the chosen 

data representations or attributes, with abundant and 

efficient representations leading to strong prediction 

outcomes. Some machine learning algorithms, like 

deep learning, can learn the representations mapping 

to outputs and the representations themselves. How-

ever, these algorithms require a significant volume of 

data to obtain usable representations, which is often 

unavailable in outlier mining. Nevertheless, this prin-

ciple is directly adaptable to outlier detection. Unsu-

pervised outlier detection techniques can extract richer 

representations from small datasets, also known as un-

supervised feature engineering. This method has en-

hanced data expression and optimized supervised 

learning (Jedrzejowicz et al., 2018). 

Density-based methods 

(Gertrudes et al., 2019) suggests a semi-supervised 

self-training classification algorithm based on data 

density peaks and differential evolution. 

3.2.3 Deep learning approach 

As a subset of machine learning, deep learning is 

based on algorithms designed to model high-level ab-

stract concepts in databases. Deep learning finds appli-

cations in various image classification tasks, such as 

object identification, image extraction, semantic seg-

mentation, and gesture estimation. In this study, we 

aim to compare the differences between existing fa-

mous works on fake news detection using the same 

dataset and the results obtained from our new proposed 

approach in section 3. 

(Karimi et al., 2018) Introduce an approach to combine 

information from multiple sources and distinguish be-

tween different degrees of fakeness. They propose a 

Multi-source, Multi-class Fake News Detection 

framework (MMFD). The proposed system combines 

automated extraction features, multi-source fusion, 

and fakeness detection into a coherent and interpreta-

ble model. Experimental results demonstrate the via-

bility of the proposed framework, and extensive ex-

periments are conducted to gain insights into its 
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workings. 

4.  Proposed approach 

4.1  Aim of the study 

Specifying the meaning and type of information 

required to classify an item as fake news is crucial. 

Moreover, specifying the form of fake news is benefi-

cial, considering the various types ranging from low to 

high. Any news analysis must rely on a formal classi-

fication of incorrect information, including propa-

ganda, satirical information, manipulation, and manu-

facturing. However, our primary interest lies not in de-

veloping a general classification procedure but in 

building an automatic algorithm capable of 

multi-classifying any news while providing a specific 

percentage for each form. 

To achieve our proposed approach's goal, we en-

counter two key challenges: 

1. Differentiating between various forms of fake 

news. 

2. Implementing multi-class classification using un-

labeled data. 

a. Estimating labels based on similarity to en-

hance and improve the self-training algo-

rithm. 

b. Comparing the newly estimated labels us-

ing similarity with the new labels predicted 

by the voting majority. 

4.2 Methodology and approach 

This section outlines the comprehensive ap-

proach (refer to Fig. 4), which encompasses three 

main categories: 

 

1. Input Phase: It comprises two significant steps: 

Data collection of news (labeled and unlabeled 

data) and the pre-processing using NLP. 

2. Pre-processing phase: It contains three major 

steps: Vectorization, Recommender System, and 

Multi-class classification. 

3. Output phase 

4.2.1 Input phase: 

In the Data collection phase, we gather both la-

beled and unlabeled news articles from various 

sources.Labeled data refers to news articles that have 

been manually classified into different categories, 

such as satire, propaganda, manufacturing, and manip-

ulation. These labels serve as the ground truth for 

training and evaluating our models. Unlabeled data, on 

the other hand, consists of news articles that have not 

been classified into any specific category. 

 

The pre-processing step involves preparing the 

collected news articles for further analysis and classi-

fication using Natural Language Processing (NLP) 

techniques. In this phase, we perform various opera-

tions to clean, normalize, and transform the text data, 

making it suitable for machine learning algorithms. 

 

The pre-processing steps typically include: 

 

● Text Cleaning: Removing irrelevant or noisy el-

ements, such as HTML tags, special characters, 

punctuation, and numbers. 

● Tokenization: Breaking down the text into indi-

vidual words or tokens to facilitate further analy-

sis. 

● Stopword Removal: Eliminating common words 

(e.g., "the," "is," "a") that do not contribute much 

to the overall meaning of the text. 

● Lowercasing: Converting all words to lowercase 

to ensure uniformity and avoid treating words 

with different cases as distinct. 

● Lemmatization or Stemming: Reducing words to 

their base or root form to reduce the vocabulary 

size and improve text representation. 

● Removing Rare Words: Eliminating words that 

occur very infrequently, as they may not contrib-

ute significantly to the overall meaning. 

 

After the pre-processing steps, we have a clean 

and transformed dataset that can be used for feature 

extraction and subsequent classification. For feature 

extraction, we employ the Word2Vec word embed-

ding technique, which converts words into dense vec-

tor representations. These vectors capture the semantic 

meaning of the words and their contextual relation-

ships, enabling better text representation for classifica-

tion tasks. Overall, the data collection and pre-pro-

cessing phase plays a crucial role in preparing the in-

put data for our multi-class semi-supervised approach, 

ensuring that the data is in a suitable format for further 

analysis and model training. 
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4.2.2. Pre-processing phase: 

This phase involves three main steps: Vectoriza-

tion, Recommender System, and Multi-class classifi-

cation. 

● Vectorization: 

In the Vectorization step, both labeled and unla-

beled news data are transformed into numerical 

vectors. Each news article's text is converted into 

a vector representation. We utilize the widely 

adopted word embedding technique, Word2Vec, 

as it offers a common and effective way to repre-

sent textual vocabulary. Word2Vec can capture 

the semantic meaning of words in the context of 

a text, capturing textual and syntactic similarities, 

as well as the relationships between different 

words. By using Word2Vec, we can create 

meaningful and compact representations of the 

news articles, which will be used as input for our 

subsequent classification process. 

● Recommender System 

In the Recommender System phase, we per-

form a pre-multi classification process consist-

ing of two steps: 

● Similarity recommendation: In this step, we 

predict the label for each unlabeled news text by 

calculating its similarity to the entire labeled da-

taset. We use a similarity measure to determine 

how closely each unlabeled text aligns with the 

labeled data. The text with the highest similarity 

score is considered the most similar to a labeled 

text, and its predicted label is assigned accord-

ingly. 

● Majority voting recommendation: To further 

refine our predictions, we train a model using the 

labeled data and then use this trained model to 

predict labels for the unlabeled data using a vot-

ing majority approach. This means that we apply 

multiple algorithms to make predictions for each 

unlabeled text, and the final label is determined 

by selecting the most frequently predicted value 

among these algorithms. 

● Multi-class classification phase: we utilize the 

recommendations obtained from the previous 

steps, which include two label suggestions for 

each news article: one based on similarity and 

the other based on voting majority. News articles 

identified as similar to the labeled data, their cor-

responding recommended labels are incorporated 

into the labeled dataset, effectively creating a 

new pseudo dataset. This process enriches the 

labeled dataset with additional samples, enhanc-

ing the diversity and representativeness of the 

training data. However, for news articles deemed 

dissimilar to the labeled data, we employ the self-

training algorithm as the third approach to pre-

dict their labels. The self-training algorithm 

utilizes the information from the labeled dataset 

to make predictions for the unlabeled data, ena-

bling us to assign labels to these non-similar arti-

cles. By combining these different strategies, 

o u r  multi-class classification approach 

aims to effectively handle diverse news 

articles, leveraging similarity-based rec-

ommendations and self-training predic-

tions to improve the accuracy and com-

prehensiveness of the final classification 

results. 

By employing the Recommender System, we aim 

to improve the self-training algorithm's effectiveness 

and obtain more accurate and reliable multi-class clas-

sification results for news articles. 

4.2.3. Output phase: 

In the final phase, the proposed approach pro-

vides the predicted classes of the given news text and 

the corresponding percentage of certainty for each 

class. 

Self-training is a powerful learning method that 

effectively handles situations with limited labeled and 

abundant unlabeled data. However, it is often observed 

that the accuracy of applying the unlabeled data in ad-

dition to the labeled data is lower than using only the 

labeled data. One of the main reasons for this is the 

inadequacy of the labeled data to train the initial clas-

sifier in the self-training phase. An inefficient initial 

classifier can introduce mislabeled data, which is then 

utilized to train the final classifier, leading to a decline 

in the precision of the semi-supervised self-training 

classifier. To address this issue, we propose a novel 

approach to ensure the newly labeled data's reliability 

for training the final classifier. 

This section presents a method for constructing a 

multi-class classification analysis model (Fig. 3). The 

process of the proposed methodology is divided into 

the following steps: 

● Step 1- Similarity Phase: Each unlabeled news 

item is transformed into a vector using word2Vec. 

Then, we calculate the similarity percentage by 



DOI: 10.6977/IJoSI.202403_8(1)0002 

O. Stitini, S. Kaloun, etc./Int. J. Systematic Innovation, 8(1), 11-26 (2024) 

21 

 

employing the Cosine Similarity between each 

unlabeled item and the entire labeled dataset. 

The most similar item (with the maximum simi-

larity value) is identified, indicating that this un-

labeled item has a percentage of similarity in 

terms of having the same type as the labeled item 

it resembles. 

● Step 2- Voting Majority Phase: Initially, the 

model is trained on the labeled data, and then we 

utilize this pre-trained model to predict labels for 

the unlabeled data using five classifiers. The la-

bel predicted most frequently among the five 

classifiers is assigned to the unlabeled news item 

as a second prediction, which we call the voting 

majority. 

● Step 3- Pre-Multi Classification Phase: In this 

step, we have two predicted types for each 

news item: one based on similarity with its re-

spective percentage of similarity and the other 

based on the voting majority. 

● Step 4- Recommendation Phase: News items 

with the same predicted types (i.e., the predicted 

type found in the similarity phase matches the 

one from the voting majority phase) are added to 

the labeled dataset. This phase enhances confi-

dence in the items we will add to the dataset. 

● Step 5- Multi-class Classification Phase: In this 

final step, we apply the self-training algorithm to 

the data, performing multi-class classification 

further to improve the accuracy and reliability of 

the predictions. 

 

Fig. 2: The overall approach 

. 

 

Fig. 3: Process of proposed approach 

5. Experiments and results 

5.1     Data collection process 

The topic of fake news identification lacks stand-

ard benchmark datasets, primarily due to the term 

"fake news" encompassing various subcategories. Our 

study utilized two kinds of fake news identification da-

tasets (Table 4). The first dataset contains three types 

of fake news: satire, propaganda, and manufac-

turing. The second dataset focuses on manipulation or 

bias form. We combined both datasets in a balanced 

manner. Each article in the corpus includes the title 

text and label. The corpus consists of 443 news articles 

for each label: satire, propaganda, manufacturing, and 

manipulation. 

5.1.1 Dataset 

The absence of manually labeled fake news da-

tasets poses a significant challenge to the advancement 

of computationally expensive, text-based models that 

cover a wide range of topics. For our research purposes, 

we require a set of news articles that are directly clas-

sified into news types, such as satire, propaganda, 

manufacturing, and manipulation. We thoroughly 

searched for available datasets containing these news 

categories to address this issue. As a result, we found 

two datasets and combined them to create a compre-

hensive dataset with all four categories, facilitating 

multi-class classification. 

 

Table 4: Sample fake news dataset. 

References Size Date Text 

(Fact 12999 2017 This research analyzes 
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Checking) rows inaccurate news sources and 

truthful claims from politi-

fact.com using tools from a 

previous EMNLP'17 paper 

(Getting 

real about 

fake news) 

38859 

rows 

2016 

-11- 

25 

The study includes recent re-

ports on non-fake news to em-

phasize the complexity of ad-

dressing inaccurate reporting 

and seeks better solutions 

than blacklists. 

5.2. Data pre-processing 

Pre-processing data is a typical first step that pre-

cedes training and evaluating data using machine 

learning algorithms. Ensuring the data is appropriately 

formatted and meaningful elements are integrated is 

crucial to achieving accurate and optimal outcomes. 

Our pre-processing of the data involved an iterative 

process divided into three main stages. Each incremen-

tal step corresponds to the models trained and evalu-

ated on the pre-processed data at that stage. Moreover, 

each step builds upon the previous ones, with the sec-

ond step including the first pre-processing stage and 

the third step including the first two pre-processing 

processes. 

The first step is easy pre-processing, followed by 

the second, which involves removing all non-English 

phrases. Finally, the last step entails removing the end 

of the guardian posts, consistently including the exact 

phrase: "Share on x, y, z." 

5.3. Experiment results 

Our experimental results were obtained through 

a three-phase procedure. In the first phase, we calcu-

lated the similarity for each row in a small amount of 

labeled data and a large amount of unlabeled data, as-

signing a percentage of similarity. Table 5 shows the 

accuracy achieved after applying the new labels to the 

unlabeled data using similarity. 

We trained the labeled data in the second phase 

as mentioned in Table 6 using different classifiers (Lo-

gistic regression, Naive Bayes, Linear SVM, and De-

cision Tree). We then used this model to predict the 

labels for the unlabeled data again, this time using a 

voting majority approach. We calculated the new per-

centage of recommendations by subtracting 100 from 

the similarity percentage found in the first phase. This 

phase is recommended for comparing the labels with 

the highest similarity percentage predicted in the first 

step with the labels predicted in this phase using a vot-

ing majority. Table 7 displays the results of this phase. 

Moving on to the third phase, we combined the 

similar labels predicted in the preceding phases and 

added them to the labeled dataset, creating a new 

pseudo dataset. We applied the self-training algorithm 

to predict dissimilar labels. Table 8 shows the results 

obtained in this phase. Finally, we checked if the 

newly predicted labels matched those in the second 

phase. 

 

Table 5: Experimental results for the first phase. 

Different Models Accuracy Precision Recall F1-Score 

Logistic Regression 0.76 0.76 0.76 0.76 

Naive Bayes 0.44 0.69 0.44 0.39 

Decision Tree 0.41 0.35 0.41 0.35 

Linear SVM 0.73 0.74 0.73 0.73 

 

Table 6: Experimental results for the second phase. 

Different Mod-

els 

Accuracy Precision Recall F1-Score 

Logistic Regres-

sion 
0.93 0.93 0.93 0.91 

Naive Bayes 0.71 0.73 0.71 0.66 

Decision Tree 0.74 0.62 0.74 0.67 

Linear SVM 0.94 0.94 0.94 0.93 

 

 

 

 

Table 7: Experimental results for the third phase.
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Table 8: Performance comparison for fake news detection 

 

6. Conclusion 

In this paper, we introduce a novel multi-class 

semi-supervised approach for self-training, which is 

trained using a limited collection of classified data and 

an extensive amount of unlabeled data. Our innovative 

solution incorporates a similarity algorithm to enhance 

the self-training process, ensuring new expected labels 

are applied to the labeled data. 

To evaluate the efficiency of the proposed semi-

supervised method, we conducted tests on two bench-

mark datasets, measuring the classification precision 

using commonly available simple learners such as lo-

gistic regression, decision tree, naive Bayes, and linear 

SVM. The numerical findings validate the effective-

ness and robustness of our approach. Consequently, 

our method contributes to developing more effective, 

reliable, and robust predictive models for multi-class 

fake news classification. 
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Abstract 

Academic collaboration is tremendously important for higher education. Multidisciplinary academicians may be 

grouped as a better research collaboration than the previous one. Therefore, such a system is needed, even for a 

huge number of academicians in an institution. However, existing such recommendation tools are expensive. This 

paper suggests to develop a system by using machine learning approach in order to search a big academicians data 

effectively. Hence, with help of the standard of Naïve Bayes creates a flexible text search without depending on 

what select options including research location or case study instead of only research topic. Furthermore, the output 

of Naïve Bayes, then, is tranformed to percentage display in order to bring ease of understanding the gap of rec-

ommendation. It allows the user to choose a possible partner more than one. Therefore, this approach helps reduce 

time and effort. 

Keywords: Higher Education, Naïve Bayes Algorithm, Recommendation System, Research Partner Collaboration, 

Sigmoid Activation Function. 

1. Introduction 

Higher education is the most important of creating 

cutting-edge technology for solving kinds of problems 

in a region in which the existence of higher education is 

impacted to the region itself. Therefore, academic re-

search collaboration involved within higher education is 

the vanguard of the solution. Creating the best plausible 

collaboration is highly needed amongst faculties or in 

multidisciplinary (Samin & Azim, 2019). There is a 

strong positive relationship and a better collaboration 

providing a better outcome. Hence, it increases scientific 

publications (Amarante et al., 2021; Volkwein & 

Parmley, 2000). Co-authorship in the same university is 

important for improving research performance and bet-

ter learning outcomes, academic writing, research pub-

lication skills, productivity, and time management (Ab-

bas et al., 2020; Aldieri et al., 2019). 

Private and public universities need to gain re-

search atmospheric among academia with the merit of 

funding from the university itself or external funding 

(Abramo et al., 2010). But a large number of faculties 

may bring challenges in order to find a suitable research 

partner. The sheer volume of information of partner can-

didates also brings difficulty. In addition, in developing 

countries, the number of lecturers in a private university 

is relatively fluctuating that is because of factors like 

high living costs, low wages, etc. (Ramadhan & Putri, 

2018). Therefore, it needs to manage such unstructured 

information datasets into a well-organized system. We 

propose a recommendation system for finding the most 

suitable research partner based on topic, object location, 

case study, or any else. 

Researchers have recognized the existence of spe-

cialization of their research area (Khalid et al., 2011). 

This paper puts forward why enabling researchers to 

find partner collaboration by dynamic text search is im-

portant. In order to do so, we use the standard Naïve 

Bayes algorithm for classification task. Naïve Bayes has 

been widely used in solving text classification problems 

such as personality classification, complaint-level clas-

sification, spam classification, news categorization, etc. 

This algorithm shows the efficiency in practice. How-

ever, in higher education context, the output needed may 

be different. 

In higher education environment, a researcher as 

user should find alternative partner candidates instead of 

only the best recommendation. With gauge information 

of how close the candidates to the criteria is, in the 

mailto:nizar@ittelkom-sby.ac.id
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system, a user is able to set more than one criteria based 

on what research skills are needed. Then the output has 

to show a precise value compared to other candidates. 

According to the output, the user has the knowledge to 

see how strong the candidate is by looking at the value 

gap among candidates. Therefore, in higher education 

context, especially in developing universities, relying on 

Naïve Bayes classification is insufficient.  

Recommendation System (RS) is typically used in 

lexical text from corpus data to cope amount of infor-

mation just simply suggested for items based on user 

preferences. In higher education, there have been con-

ducted applications of RS such as recommendation sys-

tem on course selection and topic recommendation sys-

tem, while text lexicon in higher education used for pre-

diction of student placement and student retention 

(Cardona et al., 2020; Di Sipio et al., 2020; Guruge et 

al., 2021; Wadekar et al., 2018). In this paper, the algo-

rithm is required to generate the amount of information 

to provide the best rank of suggestions (Saleh et al., 2015) 

[14]. For this reason, we are more interested in leverag-

ing recommendation system along with its appropriate 

features using a standard Naïve Bayes. In addition, in 

some private universities, the problem of searching for 

research collaboration needs to be analyzed. It is be-

cause of the high circulation of lecturers entering or 

leaving private universities in Indonesia (Ramadhan & 

Putri, 2018). 

Recommendation or suggestion from plenty of un-

structured and raw text data is to provide a shortcut by 

giving the most related information. Hence, it is im-

portant in terms of saving time and energy. Our main fo-

cus is to analyze the problem in the context of higher 

education and to help academia to find research partners 

as preferences. As the aforementioned problem, in the 

spirit of increasing user intention to use, the RS should 

also pay attention to the ease of use and reliability of the 

system. Hence, feature selection of the algorithm pre-

process is essential. Naïve Bayes is one of the widely 

used algorithms in developing the field of RS. The algo-

rithm works on item features (Gaikwad et al., 2018). In 

recent years, content based RS has been applied for var-

ious uses such as recommendations on documents or 

news, while Syskill and Webert recommendation on web 

pages or personalized television programs (Cotter & 

Smyth, 2000; Pazzani et al., 1996). Based on the prob-

lem context, we propose a nonlinear approach to gain 

academic intention of use.  

This paper concisely contributes: to leverage Sig-

moid activation function to transform Naïve Bayes out-

put into a range of 0-1 and multiplied by 100 to provide 

a percentage interpretation instead of just using Naïve 

Bayes classification in order to recommend the most 

suitable research partners; and to develop the proposed 

research partner recommendation system in web-based 

application with respect to user interface and user expe-

rience analysis, and to share the source code program. 

We organized the paper as follows. First, we review the 

system from the literature in section 2, while section 3 

formulates the problem context. Section 4 evaluates the 

performance of the proposed system. Last, the conclu-

sion of the paper in section 5. 

2. Literature review 

Naïve Bayes Classification is commonly used as 

statistical-based technique in content-based RS (Guruge 

et al., 2021). Content-based RS leverages statistical-

based RS to improve valid recommendations. The other 

techniques are such as TF-IDF, decision trees, and arti-

ficial neural networks (Shah et al., 2016). This study 

uses content-based RS by Naïve Bayes algorithm in the 

context of classification at first. Then, the classifier is 

used to estimate the probability of researcher candidate 

that is the relevancy from text-based dataset. The gener-

ated output used keywords of the articles as inputs. For 

instance, Fab system uses 100 features of web pages to 

users for representing contents of the web pages (Pavlov 

& Pennock, 2002).  

Neamah & El-Ameer (2018) generate content-

based Naïve Bayes for course recommendations. The 

systems build with use case of course enrollment and 

ranking for user profile, while Ghani & Fano (2019) en-

able product recommendations by categorizing products 

from a department store. Miyahara & Pazzani (2000) 

implemented recommendations based on number of 

likes and dislikes, while Sipio et. al. based on GitHub 

repositories. To do so, Multinomial Naïve Bayesian net-

work is conducted. Fan J., Zhou W., and Yang X (2019) 

introduce improving quality and quantity of recommen-

dations by sharing content ratings on online social net-

works. And, content-based personalized recommenda-

tion using Bayesian hierarchical models is implemented 

by Zhang & Koren (2007) to recommend Netflix and 

MovieLens movies. 

Activation function is commonly used in nonlinear 

optimization field, especially in machine learning. It 

plays an important role in machine learning as increas-

ing the performance of classifier. Sigmoid activation 

function can transform a rough value into a range of 0 to 

1 which is a useful approach for many applications (Eger 

et al., 2018). Various activation function such as sigmoid, 
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relu, tanh, and step function show different behaviors 

whereas sigmoid used at most (Ramachandran et al., 

2017). De Campos (2006) proposed a Bayesian ap-

proach in the representation of new assessments by ap-

plying Zadrozny’s network to convert classifier into 

scoring (Zadrozny & Elkan, 2000). Tripathi et al. (2020) 

utilized Bayes as a classification in credit scoring. 

 

Fig. 1. Sigmoid activation function 

 

Sigmoid activation function lies in the range of 0 to 

1. When it reaches 0.5 then it converts to zero as shown 

in Fig. 1 (Nwankpa et al., 2018). It then defines real in-

put values using derivatives with multiple degrees. 

Therefore, active research tends to apply to large-scale 

tasks. Ivaschenko & Milutkin (2019) applied the activa-

tion function based on NLP by providing a better accu-

racy. Hence, this system is also recommended in the 

context of human resources who looks for the best can-

didate based on their blogs and online presence. This ap-

proach is adopted with the preference of research topics, 

study objects, and case studies. Since the output is linear, 

a nonlinear function is required to convert it into a range 

of 0 to 1. 

3. Method 

This paper identifies a common problem in higher 

education when a university has a number of lecturers, 

there exists a difficulty in finding the best research col-

laboration. The proposed RS offers alternative research 

partners based on generated input data. The system con-

sists of two phases. The first step is to use machine learn-

ing algorithm namely Naïve Bayes in order to classify 

research topics as input into which class of academicians. 

Second, to display the output score in percentage uses 

Sigmoid activation function as details in Figure. 3. This 

paper provides a specific case problem of higher educa-

tion as shown in Table 1. As aforementioned problem, 

the proposed system conducts a trial for the lecturers at 

the Faculty of Information Technology and Business in 

Indonesia. Hence, we can observe what problem state-

ments should be fulfilled by the system. 

 

Table 1. Problem identification in higher education. 

Problem statement 
System  

requirement 

Academicians in a 

private university is a high 

variety of research areas 

which not focuses in certain 

research areas. 

System must able to 

synthesis from vari-

ous research topics. 

Articles are published 

in national journal which 

provided in Indonesian 

language. 

System needs to pro-

cess Indonesian cor-

pus. 

Input text field is in 

dropdown list or check list. 

System displays in-

put fields in text in-

put. 

Academicians are 

unhappy with the output in 

the shape of classes. 

System displays out-

put in percentage 

mode. 

  

Fig. 2. Machine learning-based system for research recom-

mendation. 
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Fig. 3. Proposed algorithm workflow. 

 

In Fig. 3, the process starts from Google Scholar 

site by collecting all academic articles published by the 

faculty. Hence, the data collected includes national, in-

ternational journals and proceeding articles. Due to di-

mensionality reduction issue, this paper determines 

three features; research topic, object or location, and 

case study. RS is an efficient approach in reducing the 

time while the traditional approach is time-consuming. 

Feature selection obtains appropriate keyword sets rep-

resenting its article topics. 

Then, designing the database is based on entity re-

lational diagram and text classification. The essential of 

the proposed systems enforces researcher as output. 

Hence, all features must satisfy belong the article publi-

cation. For instance, if the system generates visualiza-

tion as a topic, then it must be defined belongs to which 

researcher. An article can produce some topics that rep-

resent to a respected researcher. In order to gain user in-

tention to use, this paper also considers to design UI/UX 

that copes above system requirements. Therefore, 

UI/UX literature adopts usability and responsive web 

quality principles. 

The main flow of the proposed research partner 

recommendation system initializes selected P from da-

tabase. The algorithm process uses researcher as a class 

or label. Then, formula (1) generates any relevant input 

data, oldScore, as in Fig. 3, by summing the probability 

of formula (1) with bias b. RS takes uses it to rank a list 

of recommendation. Recommendation system results 

high score for any profile which is mostly called from 

inputs. 

 

              (1)                       

 

 

 
Fig. 4. Pseudocode for the proposed algorithm. 

 

Moreover, because the output values shown are 

not satisfied by academia, the system may decrease po-

tential user to create a new research collaboration. 

Therefore, a nonlinear approach is needed. If input data 

is in non-negative values, Sigmoid activation function 

will generate them below 0.5. Then, users are not inter-

ested in recommendation values that are below the 50% 

threshold, but rather they value values higher than 50%. 

Hence, we can set it to zero with the exception of the 

algorithm (see Fig. 4 for the pseudocode). 

 

      (2) 

   

For example demonstration, the input data as 

shown in Fig. 5 processed by Naïve Bayes algorithm by 

matching the input words to Naïve Bayes features data-

base. Suppose the database contains three researchers, 

then the input data will be compared to which researcher 

is. Based on Table 2, the total features of mnp researcher 

is 40 with the use of numerator f(Wk|Sj). Selected total 

feature means extracted keywords from the paper publi-

cation, for instance, researcher mnp being denominator 
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Wk. The keyword is updated for the next processing pa-

per. The process stops as all researcher publications have 

been processed.  

 

 
Fig. 5. Example of input text. 

 

This result score satisfies system requirements as 

user may see the different score percentages. Researcher 

zul with score of 85.96% is the most relevant researcher 

for the example. Therefore, it does not classify the score 

but shows the percentage score of the relevancy. In this 

representation, users may desire to collaborate with 

more researchers regarding the percentage of relevancy. 

For example, a user is suggested to invite a researcher 

with a score 82.24% for the research collaboration. In 

terms of building the proposed program, this paper de-

signs the relational database to see what are the features 

and labels in the system. The database consists of three 

tables with a primary key on lecturer profile table onto 

the department table. This purpose is to display the pro-

posed algorithm result using UI/UX design. 

 
Table 2. Numerical computation of the example. 

Candi-

dates 

 

IoT 
visu-

alization 

Su-

rabaya 

Appli-

cation 

mnp 
 

   

pur 
 

   

zul 
 

   

 

P(mnp|document) =  +  +  +  + 1 

     = 1.15 

newScore(mnp) =  x 100 % 

     = 75.95 % 

P(pur|document) =  +  +  +  + 1 

     = 1.6 

newScore(pur)  =  x 100 % 

     = 82.24 % 

 

P(zul|document) =  +  +  +  + 1 

     = 1.8125 

newScore(zul)  =  x 100% 

     = 85.96 % 

 

The keywords table is purposely to be training data 

where it is computed by Naïve Bayes and Sigmoid Ac-

tivation Function. It is not related to the other tables be-

cause of different needs. However, this approach still de-

pends on the collected data from Google Scholar manu-

ally. Hence, it also contains a number of lecturer names 

which are to be labeled or class of the Naïve Bayes out-

put. 

4. Result and discussion  

Experiments were conducted on a Core-i7 and 

RAM 8 GB. Datasets were validated using cross-valida-

tion method, as detailed in the testing scenarios with 

some interesting points from the experiment in the sub-

section below. This paper emphasizes the use of nonlin-

ear approaches in the field of RS. Some interesting re-

sults are highlighted. The system suggests not only the 

most recommended research partner but also alternative 

recommendations. This approach makes a possible new 

collaboration than one researcher. The interesting is as 

the case study at a private university with a majority of 

young researchers, denominator Wk in formula (1) in-

spires young researchers to create a specific research 

area rather than too many research topics. This is be-

cause the percentage can be decreased if the topic's rel-

evancy is large. Hence, the generated features of the 

sample problem show high scores since it has only a few 

research topics. Another interesting point is the benefit 

of bias in the formula (1) can adjust the representation 

as time flies resulting huge number of researchers, 

which impacts to decrease in the score. It can be solved 

by simply change increase the bias value to be a better 

score representation. 

 
Fig. 6. Data flow diagram of the system. 

This sub-section evaluates the performance of the 

proposed RS using k-cross validation. The designed 
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experiment is conducted using binary classifications 

whose classes are determined by different researchers in 

a faculty. The dataset used from 26 publications for both 

researchers resulted in 94 features. As for performing 

exclusion cases, the threshold is important. If the input 

text does not belong to any class feature, then the data 

will not be used further or set as zero. Based on k-cross 

validation, the dataset was then folded into 80% for 

training data and 20% for testing data. 

Table 3. Confussion matrix. 

 
 

               (3) 

Table 3 shows the system processes items based on 

confussion matrix for performance evaluation. The 

standard formula of accuracy (3) is used for the case 

study of private university in Indonesia. The accuracy of 

the proposed system is 88.4%. In order to fulfill the sys-

tem requirements, UI/UX design takes part to build the 

web-based system. The usability principle is important 

in the process of designing a software including (1) fo-

cusing on content by simplifying content layout, (2) 

recognition rather than recall in terms of providing 

search text fields in the results, (3) aesthetic and mini-

malist design to embrace neatness, (4) user assistance to 

recognize, diagnose, and recover from errors, and (5) 

providing help and documentation to the system. The 

user interface result of implementing all the principles 

as shown in Fig. 7 in the web version. 

 
Fig. 7. Proposed system on web view. 

It follows with the interface in mobile devices 

which holds ease of use and the five usability principles 

(Fig 8)¬. In a mobile perspective, users are able to find 

alternative candidates for research partners without 

piled interface. The proposed design focuses on the pro-

posed system using a responsive web approach which 

provides a high resolution for a better understanding of 

recommendations. Finally, performance evaluation us-

ing cross-validation is tested to the system and results 

accuracy of 88,4%. 

 
Fig. 8. Proposed system on mobile view. 

The research partner recommendation system is a 

web-based application developed as a peer recommen-

dation system by applying the Naive Bayes approach in 

calculating the score of each researcher from each re-

search topic keyword given. The application is not only 

focused on being able to run the Naive Bayes algorithm 

but also provides the right UI / UX aspects so that the 

results of the algorithm can be translated into the right 

features and are easy to use (see Fig. 5). Therefore, this 

application is also built by going through the stages of 

SDLC such as planning, analysis, design, and imple-

mentation.  

User flow, the form of features from the application 

of AI algorithms, and the development of database sche-

mas are carried out in the planning and analysis stages. 

Then the UI/UX design is carried out at the design stage 

which applies usability principles such as minimalism 

design, error prevention, consistency, recognition rather 

than call, and so on. At the implementation stage, appli-

cation design, and algorithms are translated into pro-

gram code by interacting with data in the database. 

There are interesting findings in the development pro-

cess, which is that at some point the database schema 
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created becomes less efficient because it maintains a cer-

tain way to apply the AI algorithm used  

Therefore, the experimental result does not satisfy 

minimum viable product (MVP) of the project due to in-

efficient data flow diagram. It can affect difficulty in up-

dating the next version of the system development as we 

can see example of the data flow diagram in Fig. 6. In 

the depicted figure, as we might know, Naive Bayes al-

gorithm has to label selected features in order to classify 

unknown data. However, in this example, the label will 

be formed as columns in the database which implies a 

number of columns occurred. 

5. Conclusion 

This paper presents a recommender system using 

Naïve Bayes algorithm and Sigmoid activation function 

based on a published article on Google Scholar. The pro-

posed system helps to find the best research partner col-

laboration and also alternative researchers based on big 

data of researcher information in higher education. 

However, the output is in rough value because of statis-

tical use of Naïve Bayes. Therefore, Sigmoid Activation 

Function transforms the display into a range of 0 to 1. 

Then the output can be shown in percentage mode. The 

implemented system shows that the proposed system has 

88.4%. Of course, this approach has a limitation regard-

ing data collection depends on collecting publication 

data from Google Scholar manually. In the future, we 

propose to leverage Google Scholar API to replace tra-

ditional data collection to be synchronized to Google 

Scholar. 
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Abstract 

As the healthcare industry adopts more digital technologies, guaranteeing the security and privacy of sensitive 

patient data becomes increasingly important. Traditional centralized authentication solutions leave cyber threats 

and unauthorized access vulnerable. In response, the research demonstrates a novel strategy to improving data 

security and authentication in a SAP-enabled healthcare system by leveraging encryption and blockchain technol-

ogies. The research paper discusses the development and integration of a blockchain-based decentralized identity 

management system within the SAP platform. Each healthcare entity, including patients, doctors, and administra-

tors, is given a distinct digital identity that is protected by using base 64 activity through DocuSign protects in SAP 

platform. The benefits of the proposed solution are assessed using a complete security analysis that measures data 

confidentiality, integrity, and availability. A comparison of DocuSign and SignEasy reveals DocuSign's superior 

performance in timestamp accuracy and document delivery speed. Its precision and reliability ensure document 

verification accuracy, while its streamlined workflow and advanced infrastructure expedite document processing, 

making it an ideal choice for businesses. 

Keywords: SAP platform, Digital signature, Block chain technology, Security, Healthcare system, cyberattacks. 

1. Introduction  

The healthcare business has seen a significant dig-

ital revolution in recent years, embracing cloud-based 

solutions and electronic health records for effectively 

handling patient data. As more healthcare organizations 

embrace SAP (Systems, Applications, and Products) 

platforms for complete data integration and real-time an-

alytics (Kessler et al., 2019 ) protecting the security and 

privacy of sensitive patient information has become a 

top priority. While technology improvements provide 

several benefits, they also present new concerns in pro-

tecting healthcare data from potential cyber threats and 

unauthorized access, given the data's ever-increasing 

value ( Spanakis et al.,2020 ). 

Traditional centralized authentication techniques 

have been criticized for being vulnerable to security 

breaches, which can jeopardize data integrity and ac-

countability. Blockchain technology serves as the 

foundation for addressing these difficulties, acting as a 

distributed ledger with immutable features capable of 

securely storing authenticated actions and medical rec-

ords. This technology improves data integrity by lever-

aging cryptographic hashing and decentralized valida-

tion, dramatically lowering the danger of unauthorized 

edits or data breaches. Additionally, the use of smart 

contracts streamlines established procedures, increasing 

efficiency and transparency within the healthcare eco-

system (Al et al.,2020). 

The SAP Cloud Foundry platform, which is known 

for its scalability and efficient cloud-based services 

(Figueiredo 2022), is a suitable setting for integrating 

advanced security measures. It functions as an immuta-

ble and transparent ledger, recording each validated ac-

tion and healthcare transaction utilising block chain’s 

distributed ledger capabilities (Treiblmaier et al.,2020, 

Faccia et al., 2021). Due to the decentralized nature of 

the blockchain network, it eliminates single points of 
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failure, protecting the healthcare system against hacker 

attacks and unauthorized data breaches. The use of cryp-

tographic algorithms and smart contracts strengthens 

data integrity even further, prohibiting unauthorized ac-

cess and malicious adjustments. Fig.1 illustrates the 

growing value of healthcare. 

 

Fig.1. Growing value of healthcare data (https://re-

sources.freeagentcrm.com/healthcare-industry-trends-and-

statistics/)  

The research highlights the importance of key man-

agement, legal compliance, and scalability in enhancing 

the security of healthcare systems. Key management is 

crucial in safeguarding patient privacy and maintaining 

health records. Legal compliance is essential in the 

healthcare sector, as it adheres to stringent data protec-

tion laws like HIPAA. Balancing security and compli-

ance is a complex task, and healthcare institutions must 

be aware of their legal obligations while enhancing se-

curity measures. Scalability is crucial for healthcare sys-

tems dealing with vast amounts of data and serving a 

large number of patients. Scalability challenges can 

arise in hardware, software, network infrastructure, and 

security policy management across a larger system. To 

address these challenges, it is essential to invest in ro-

bust security solutions tailored to the healthcare sector's 

unique needs, such as advanced encryption techniques, 

secure access controls, and intrusion detection systems. 

Additionally, staying updated with evolving legal re-

quirements and implementing compliance measures is 

vital. We also suggest integrating improved crypto-

graphic authentication with the SAP Cloud Foundry 

backend, a cloud-based platform renowned for its scala-

bility, flexibility, and ability to integrate seamlessly. This 

organization intends to create a dependable and expand-

able infrastructure for healthcare data access and storage 

while abiding by rules and regulations specific to the 

sector. In this research, we propose a novel method to 

strengthen healthcare data security by introducing 

encryption, employing Base64 activity through 

DocuSign for authentication, connecting it with block-

chain technology, and doing so within the SAP Cloud 

Foundry backend. The primary contribution of this re-

search can be summarised as follows: 

One of the key contributions of this study is the de-

velopment and integration of a blockchain-based decen-

tralized identity management system for a healthcare 

system within the SAP platform. This decentralized 

method of identity management can improve security 

and privacy by minimizing reliance on a central author-

ity for authentication. 

The study recommends using encryption and 

blockchain technology to improve data security in 

healthcare systems by ensuring secrecy and transpar-

ency in data access and transactions. 

The proposed blockchain-based solution's security, 

concentrating on data confidentiality, integrity, and 

availability, demonstrates its usefulness in assuring pa-

tient data protection. 

According to the findings, blockchain-based solu-

tions are more immune to cyberattacks and data 

breaches than traditional centralized authentication sys-

tems, which is critical in the healthcare industry. 

2. Literature survey  

A thorough analysis of the EHR security and pri-

vacy literature discovered 26 legislations, 23 symmetric 

key methods, 13 pseudo anonymity approaches, 11 dig-

ital signature systems, and Role-Based Access Control 

(RBAC) models proposed by (Fernández-Alemán et. Al.,  

2013). According to the study, more work is needed to 

implement these regulations and build secure EHR sys-

tems. However, in order to distribute health-related data 

via these approaches, more security is needed.  

This study describes a patient-centric authorization 

protocol for Health Information Exchange (HIE) sys-

tems that addresses the shortcomings of previous tech-

niques. The system assures authentication and outper-

forms existing techniques by employing a trapdoor 

hash-based proxy signature scheme by  (Chandrasekhar 

et.al 2017). Adding network components can improve 

data distribution and broadcasting. However, extra secu-

rity and privacy risks are built into the system design, 
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which leaves some users unable to use these applications. 

Therefore, it is imperative to immediately suggest a 

mechanism for protecting the security of EHR data. 

In order to use the cloud for electronic medical rec-

ords, (Al Omar et al., 2019) have suggested certain na-

tional level frameworks. One of the challenges in fusing 

information from the Internet is protecting patient pri-

vacy.  

In order to reconcile data processing capabilities 

with privacy concerns, a distributed dynamic authoriza-

tion system based on blockchain is presented ( Xu et.al 

2022) for trustworthy data access. Patients' privacy in-

formation is not maintained on blockchain for greater 

data processing efficiency; instead, data access inter-

faces are provided via URLs in the authorization infor-

mation. 

This study describes a patient-centric authorization 

protocol for Health Information Exchange (HIE) sys-

tems that addresses the shortcomings of previous tech-

niques. The system assures authentication and outper-

forms existing techniques by employing a trapdoor 

hash-based proxy signature scheme by (Roy et.al 2021). 

The healthcare sector's resilience has been tested 

ever since the Covid-19 outbreak. Additionally, the sec-

tor was a prominent target of cyberattacks that world-

wide disrupted important hospitals and health organiza-

tions. This explains why implementing suitable cyber 

security controls and making use of required technolo-

gies, such as the modern cloud, is essential.  

(Kumar et. al.,2022) In the healthcare business, 

blockchain technology is critical for tackling data vul-

nerability and security. This study describes a secure 

blockchain mechanism for data management, with the 

goal of lowering overhead costs and speeding up ledger 

updates. The experimental results demonstrate a tenfold 

reduction in network traffic. However, storing a huge 

volume of data may result in inefficiencies and costlier 

issues in the proposed architecture. 

 Hospitals have personally identifiable information 

(PII) and personal health information (PHI), and when 

the PII or PHI data is stolen due to cyber-attacks, it puts 

patients' lives at risk and compromises the trust between 

doctors/providers and patient research by (He et. 

al.,2021) Cybersecurity challenges, risks, and plan to 

mitigate those risks are discussed. Risk assessment 

should be the first step in protecting sensitive PII and 

PHI data in the life sciences and healthcare industries.  

There are five phases of the NIST Cyber Security 

Framework, (NIST CSF). It begins with identifying or 

knowing what we need to defend (assets or data), fol-

lowed by protecting, detecting, and then responding to 

any cyber-threats or incidents, and then concludes with 

recovering from them. We need to create policies, stand-

ards, and procedures for healthcare businesses with the 

aid of NIST CSF, and then deploy cutting-edge SAP 

S4Cloud products—which also leverage AI and their 

business technology platform (BTP) to enable Cyber do-

mains—to protect their PHI/PII data. (SAP News 2021, 

SAP Help). The public, private, and hybrid cloud mod-

els offered by SAP S4/HANA allow you to select the 

model that will best serve your company needs and pre-

serve your sensitive data. You can help develop your 

cyber security program based on the NIST CSF standard 

by implementing SAP S4/HANA.  

3. Proposed methodology  

Healthcare professionals today generate enormous 

amounts of medical-related data every day thanks to 

technology. The main repository for medical data in a 

hospital is called health records. Electronically gener-

ated clinical data is stored in health records. Data from 

health records is used for secondary purposes, such as 

medical trials, ongoing illness monitoring, and quality-

improvement audits, in addition to the primary use of 

treating patients. When Health Records data are utilized 

for unrelated reasons without authorization—or, in cer-

tain cases, even with consent—privacy issues arise. The 

safety of individuals may be seriously jeopardized if 

sensitive personal information from health records is 

made available to or published to the public. Because of 

this and other problems with the present health records 

system, as demonstrated in Fig.2, data leaks and 

breaches constitute a major threat to any healthcare fa-

cility. Blockchain has the potential to make the entire fa-

cility secure depending on the specific permissions and 

conditions that the patient establishes. The data on a 

block chain is secured via cryptography. Each member 

of the network has a special private key that is associated 

with the transactions they execute and acts as a special 

digital signature. Any modifications to a record will be 

promptly detected by the peer network if the signature is 

changed, invalidating it. 
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Fig.2. Issues in health record data storage 

Additionally, recent research has discovered a 

searchable block chain that guarantee privacy preserva-

tion while enabling reliable search across encrypted dis-

tributed storage systems (Jiang et. Al.,2019). Another 

way for data security is to use smart contracts and veri-

fied computation (Avizheh et.al., 2019, Maddali 

et.al.,2020). The blockchain-based health records sys-

tem may also include privacy-preserving homomorphic 

encryption methods [19,20]. However, as the volume of 

users and transactions grows, the block chain networks 

may experience scalability issues. As the network ex-

pands, the process of coming to an agreement and add-

ing blocks to the chain may get slower, which could 

cause delays when handling a significant amount of 

health records. Additionally, keeping a lot of health rec-

ords on the block chain may cause the chain's size to 

grow over time. This may increase the amount of storage 

needed and make it more difficult to maintain and repli-

cate block chain data between nodes. Hence there is a 

need to develop a block chain-based decentralised iden-

tity management system within the SAP platform. 

3.1. Proposed architecture  

SAP Cloud Foundry provides a framework for the 

seamless integration of blockchain technology with ex-

isting healthcare systems and applications, allowing you 

to transition to a blockchain-based solution without dis-

rupting the existing infrastructure. Also, the block chain 

incorporated with Base64 Activity via DocuSign to give 

an additional layer of data security in the healthcare in-

dustry. The term "Base64 Activity via DocuSign SAP" 

refers to a specific function or process within an 

organization that involves the use of Base64 encoding in 

conjunction with the DocuSign electronic signature plat-

form and SAP (Systems, Applications, and Products in 

Data Processing), a widely used enterprise resource 

planning (ERP) software suite. This activity often in-

volves the encoding and transfer of data in the Base64 

format between SAP and DocuSign for a variety of ap-

plications such as document management, electronic 

signature workflows, and data interchange. Base64 en-

coding is a way of transforming binary data into a text-

based format that is suited for secure transmission across 

different systems and platforms. It is frequently used 

when data, like as digital documents or photographs, 

must be securely transferred or processed between dif-

ferent applications or systems, as is frequently the case 

in an integrated environment such as SAP and DocuSign. 

Sensitive health information and user credentials are se-

curely encoded and safeguarded by using Base64 Activ-

ity via DocuSign for cryptographic operations shown in 

Fig. 3. By using cryptographic techniques, this strategy 

maintains the confidentiality of the data and prevents 

unauthorized access by ensuring that only authorized us-

ers with valid digital signatures can access and interact 

with health records. 
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Fig.3. Proposed SAP cloud platform architecture with 

DocuSign 

Using block chain authentication along with cryp-

tographic digital signatures, it is possible to securely and 

transparently authenticate the validity of user actions 

and transactions. Every action is verified using the block 

chain, which serves as an auditable and transparent au-

thentication mechanism, increasing accountability and 

promoting trust in the healthcare system. The architec-

ture of the block chain technology illustrated in Fig 4.  
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Fig.4. Block chain security architecture 

The combination of blockchain technology with 

SAP Cloud Foundry improves the platform's ability to 

manage enormous volumes of health records while also 

ensuring the system's ability to adapt and scale as the 

healthcare ecosystem evolves. In conclusion, by com-

bining Base64 Activity via DocuSign and Blockchain 

Technology in SAP Cloud Foundry Backend, the 

healthcare sector now has a strong, open, and safe 

method for safeguarding patient records and maintain-

ing data integrity. This method tackles a variety of secu-

rity and privacy issues, improves stakeholder confi-

dence, and encourages effective and safe data sharing 

for better patient care. 

Process flow 

1. User enrolment and identity creation 

• Within the SAP Cloud Foundry backend, 

users (such as patients, physicians, and administrators) 

register and build their digital identities. 

• Each user receives a distinct public-private 

key pair from the backend. The user's device securely 

stores the user's private key, while the SAP backend 

stores the user's public key. 

2. Base64 activity via Docusign 

• The SAP Cloud Foundry backend creates a 

transaction hash encoding the action's contents when a 

user initiates an activity that needs authentication (such 

as viewing medical information or approving a prescrip-

tion). 

• The transaction hash is Base64 encoded by 

the backend, which transforms it into an ASCII repre-

sentation. 

• To serve as a cryptographic service provider, 

DocuSign receives the transaction hash in ASCII format. 

• DocuSign uses its private key to perform ex-

tra cryptographic operations, like hashing and digital 

signing, to provide a special digital signature for the 

transaction hash. 

• The digital signature is returned by 

DocuSign to the SAP Cloud Foundry backend. 

3. Integration of Blockchain for Authenti-

cation 

• The authorized activity is saved in a trans-

action block by the SAP Cloud Foundry backend along 

with its digital signature. 

• The transaction block is sent by the backend 

to the blockchain network for consensus and confirma-

tion. 

• Using DocuSign’s public key that is kept on 

the blockchain, the blockchain network verifies the le-

gitimacy of the digital signature. 

• By adding the transaction block to the 

blockchain after attaining consensus, all authenticated 

actions are recorded in an immutable and visible audit 

trail. 

4. Using the Base64 activity through 

DocuSign, the user must create a fresh digital signature 

for each successive action.  

5. The blockchain and user's public key that 

are both stored in the backend and SAP Cloud Foundry 

validate the digital signature.  

6. After a successful verification, the user is 

permitted to carry out the authorized operation. 

An immutable audit trail is produced on the block-

chain by the recording of all verified actions. The block-

chain can be accessed by healthcare managers and au-

thorities to confirm the legitimacy of all actions and data 

flows. As a result, the blockchain technology combined 

with SAP Cloud Foundry's scalability and interoperabil-

ity allow for smooth integration with current healthcare 

apps and systems. 

3.2. Creation of oData service using CDS 

model 

The simplest method to achieve this is by using 

SAP Cloud Foundry Backend Service, which retains 

data on all users who have already received contracts so 

that contracts won't be delivered again if changes are at-

tempted to be triggered from the SFEC Integration Cen-

ter. For storing user data and confirming whether or not 

a user has consented to a contract, it will build the 

oDATA service on-the-fly using the CDS architecture. 

Data models and annotations that specify the structure 

and behavior of the service you are creating must be 
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defined in order to create an OData service using SAP's 

Core Data Services (CDS). oData is a standard protocol 

that makes it possible to build and use RESTful APIs for 

manipulating data. 

Basic summary of the SAP CDS oData service cre-

ation process: 

1. Begin by utilizing CDS to define the data 

model. Declaratively describing data structures, connec-

tions, and behavior is possible with CDS. Defining enti-

ties, properties, and relationships is possible. 

2. Add OData-specific annotations to the CDS 

entities. The entities' oData service exposure will be de-

termined by these annotations. 

3. Create an oData service definition that out-

lines the entities and associations that will be made 

available. 

4. Activate your CDS artifacts after defining 

your CDS model and service definition. This produces 

the runtime objects, information, and artifacts for the 

oData service. 

5. Use the oData endpoint to access the service 

once it has been produced. 

In order to provide specific functionality through 

oData endpoints, DocuSign's APIs must be integrated 

using Cloud Platform Integration (CPI) in order to create 

an oData service. DocuSign is a platform for managing 

and signing documents electronically. 

3.3. Creation of oData service using CPI 

Using Cloud Platform Integration (CPI), a compo-

nent of SAP Cloud Integration, you can build, configure, 

and deploy integration flows that expose data as oData 

endpoints. DocuSign is a platform for electronic signa-

tures and document management that helps businesses 

to digitize and automate their contract-creation proce-

dures. For drafting, distributing, signing, and managing 

electronic contracts and documents, the DocuSign ser-

vice provides a number of capabilities.  

 
Fig.5. SAP cloud platform backend subscription with 

DocuSign API 

Subscribing to and integrating the SAP Cloud Plat-

form Backend service with the DocuSign API entails 

creating a connection between your SAP Cloud Platform 

environment and the DocuSign API to allow for easy 

data exchange as illustrated in Fig 5. 

The process flow can be described below:  

1. Create a new integration flow in SAP Cloud 

Platform Integration. 

2. Configure the source endpoint to receive 

data from your application/system. 

3. Configure the target endpoint to connect 

with the DocuSign API. 

4. Obtain DocuSign API credentials (e.g., cli-

ent ID, secret). 

5. Configure the authentication mechanism in 

CPI to securely store and use these credentials. 

6. Map the incoming data from your source 

system to the format expected by the DocuSign API re-

quest.  

7. Use CPI's HTTP adapter to send a POST re-

quest to the appropriate DocuSign API endpoint. 

8. Pass the mapped data as the request payload. 

9. Receive the response from the DocuSign 

API. 

10. Parse and process the response as needed. 

Success factors Integration Centre and SAP Cloud 

Platform Integration provide suggestions on when to use 

each tool for interconnection creation. To create, test, 

and maintain incoming and outgoing integration, Suc-

cess Factors features an integrated tool called Integra-

tion Centre. There are many other output file types avail-

able, including conversions from CSV to XML or JSON. 

The output can be safely stored on SFTP servers, and a 

number of scheduling options are available. Addition-

ally, premade integration from the IntegrationCenter's 

catalog may be used and deployed on the customer in-

stance. 
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Algorithm: DocuSign Service 

Initialize users as an empty collection. 

Repeat until the user chooses to exit: 

Prompt the user for an action (create, retrieve, 

update, delete, or exit). 

If the action is "create": 

Prompt the user to enter the userID and sent 

status. 

Call the CreateUser function with the provided 

input. 

If the action is "retrieve": 

Prompt the user to enter the userID to retrieve. 

Call the GetUser function with the provided 

userID and display the user details. 

If the action is "update": 

Prompt the user to enter the userID and new 

sent status. 

Call the UpdateSentStatus function with the 

provided input. 

If the action is "delete": 

Prompt the user to enter the userID to delete. 

Call the DeleteUser function with the provided 

userID. 

If the action is "exit": 

Exit the program. 

End Algorithm 

Developing an integration with the DocuSign API 

(Fig.6) entails a number of stages, including registering 

your application, acquiring authentication credentials, 

sending API requests, and dealing with answers. 

 

Fig.6. DocuSign API Creation 

The credentials, which come with a Client ID and 

Secret Key, are sent after the API is created. The use of 

these credentials is for authentication. 

Backe

nd 

Servic

eAPI

API

API

Authentication 

and Trust 

Management 

(XSUAA)

End User

 

Fig.7. DocuSign API connection to Backend Service 

The creation, deployment, and management of in-

tegration are all made possible by the SAP Cloud Plat-

form Integration (CPI) solution for cloud middleware. 

Third-party programs and SAP OnPremise, SAP Cloud, 

or both may be connected in this manner. When linking 

SAP solutions to other SAP solutions and with other par-

ties, it offers a broad range of connectivity options, in-

cluding message translation, authentication, and even 

readymade integration options as shown in Fig 7. Suc-

cessfactors is advised about solutions that range from 

modest to high level SAP Cloud Platform Integration. 

The Integration Center provides different scheduling op-

tions for the interfaces, such as once daily, once weekly, 

once monthly, and once yearly. Interfaces run more fre-

quently, such as once every five minutes or once every 

day. CPI may be utilized in all of these situations. CPI 

also provides schedules with the "Run Once" option. 

The overall process can be described below algorithm: 

Import package like sap.gateway.ip.core.cus-

tomdev.util.Message, ITApiFactory, securestore.Se-

cureStoreService, securestore.UserCredential, us-

ermodel.XSSFSheet, usermodel.XSSFWorkbook. 

Define process data and SSFWorkbook (body) 

//Extract Rows Data from Spreadsheet// 

Set rowsData as an empty list. 

Set headerCount to 0. 

For each Row (row) in the sheet (mySheet): 

Create a new empty list called rowData. 

For each Cell (cell) in the row (row): 

Append the value of the cell to the rowData list. 

Append the rowData list to the rowsData list. 

If headerCount is 0: 

Set headerCount to the number of cells in the current 

row (row.getLastCellNum()). 

End 
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//Process rows Data and Generate Output// 

If rowsData is not empty: 

Sort the rowsData list in ascending order (based on 

default comparison). 

 

For each row (rowData) in rowsData: 

If headerCount is 0 (no headers): 

Increment headerCount by 1 to mark that the headers 

have been processed. 

Else (headers have been processed): 

Append the elements of rowData joined by commas 

to the output string. 

Append a new line character ("\n") to the output 

string. 

End 

//Set Client ID and Client Secret, Define Services, 

and Handle User Credentials// 

Set DocuSign_MS by calling ITApiFactory.getApi() 

to retrieve the DocuSign Microservice instance. 

If DocuSign_MS is null: 

// DocuSign_MS is not initialized, meaning user cre-

dentials are required. 

Prompt the user to input their client ID and client se-

cret. 

Set clientSecret by replacing "&" with "%26" to han-

dle special characters. 

Set the message property "clientId" with the value of 

clientId. 

Set the message property "clientSecret" with the 

value of clientSecret. 

Return the message object. 

Else 

// DocuSign_MS is already initialized, no need to 

handle user credentials. 

Proceed with defining the services and any other 

necessary operations using DocuSign_MS. 

End 

//Process Data and Modify Message Body// 

Find the occurrence of "@odata.context" in the body 

string. 

Replace "@odata.context" with "odata.context" in 

the body string. 

Find the occurrence of "@microsoft.graph.down-

loadUrl" in the body string. 

Replace "@microsoft.graph.downloadUrl" with "mi-

crosoft.graph.downloadUrl" in the body string. 

Set the body of the message object to the modified 

body string. 

Return the message object. 

End 

//Split Download URL and Map Properties with 

Complete URL// 

Split the completeUrl using the "?" character as the 

delimiter. 

Store the second part (index 1) of the split result into 

the query variable. 

Extract the base URL part from completeUrl by tak-

ing the substring from index 0 to the index of the "?" 

character. 

Store the base URL into the url variable. 

Set the "url" property of the message object with the 

value of the url variable. 

Set the "query" property of the message object with 

the value of the query variable. 

Return the message object. 

End 

//Format JSON and Get User Details// 

Remove the opening and closing brackets from the 

JSON string by taking a substring from index 1 to 

body.size()-1. 

Store the modified JSON string back into the body 

variable. 

Replace the substring "Comment_Rank" with "Com-

ment Rank" in the body. 

Replace the substring "Signature_Rank" with "Signa-

tureRank" in the body. 

Replace the substring "Business_Unit" with "Busi-

ness Unit" in the body. 

Set the modified body as the new body of the mes-

sage object using message.setBody(body.toString()). 

Return the message object. 

End 

As a result, DocuSign is a comprehensive 

electronic signing an agreement platform with a variety 

of features, such as advanced document routing, 

templates, support for mobile apps, identity verification, 

analysis, and more. It is well-known for its many 

integrations and workflow automation features. 

DocuSign has an advantage when it comes to 

establishing trust with highly regulated industries 

because it has been in the market longer. It offers a well-

designed, intuitive interface with several customization 
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possibilities. It is made to accommodate businesses in a 

variety of sectors and sizes. 

4. Analysis of experimental results & dis-

cussion 

4.1. DocuSign to daily data synchronization 

 

Fig.8. DocuSign daily data synchronization 

Data extraction is the first step in the DocuSign 

Daily Data Sync process as shown in Fig 8, and it starts 

with obtaining pertinent data from internal sources or 

systems. Documents, recipients, signature statuses, tem-

plates, and other relevant elements could all be included 

in this data. Data Upload & Synchronisation involves 

accessing the proper API endpoints to upload the modi-

fied data to the DocuSign platform. This could require 

making envelopes, managing recipients, updating docu-

ment statuses, and other things, depending on the data 

being synchronized. The name "Docusign_DailyData-

Sync" indicates daily synchronization; hence, the pro-

cess should be set up to execute every day at a certain 

time. Your DocuSign data is kept current thanks to this. 

4.2. DocuSign to envelope creation 

 

Fig.9. DocuSign to envelope creation 

Fig 9 illustrates how the DocuSign Create Enve-

lope constructs an envelope definition that outlines the 

desired creation of the envelope. The title of the email, 

email messages, receivers (signers, carbon copies, etc.), 

document location, tabs (signature, date, text fields), and 

any customized fields are all included in this. To connect 

the prepared documents to the envelope is to "add doc-

uments to envelope." Each document has a document ID 

assigned to it. 

4.3. DocuSign to get envelope 

 

Fig.10. DocuSign to create envelope 

4.4. DocuSign to event trigger 

A specific envelope's status, recipients, documents, 

timestamps, and other pertinent data can be program-

matically fetched using the "Docusign GetEnvelope" 

procedure, as is seen in Fig. 10. Tracking, reporting, au-

diting, and integration uses can all be made of this data. 

You can access the status and usage history of the enve-

lope as well as the recipients' actions by utilizing the 

GetEnvelope API. 

Fig.11. DocuSign to event trigger 

The systems depicted in Fig 11 can be seamlessly 

and automatically integrated with the DocuSign plat-

form through event triggers. They make sure the pro-

gramme can react immediately to crucial occurrences in-

side the DocuSign workflow, optimising effectiveness 

and the user experience. 
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4.5. Performance Parameters  

 

Fig.12. Envelope vs message 

Fig 12 compares the number of envelopes with the 

status of messages, including completed, sent, deleted, 

and accurate messages. Strict security and compliance 

standards DocuSign may be chosen because of its repu-

tation for strong security procedures, allowing it to man-

age a greater number of envelopes containing sensitive 

information. So it reveals that DocuSign has more enve-

lopes than the SignEasy technique.  

 

Fig.13. Envelope vs timestamp 

Fig 13 compares the quantity of envelopes with the 

timestamp in terms of hours and days and DocuSign is 

well-known for its scalability, and it can manage a high 

amount of envelope transactions, making it ideal for en-

terprises that require a large number of signatures. As a 

result, DocuSign has more envelopes in the brief time 

stamp. 

 

Fig.14. Timestamp vs messages 

Fig 14 compares the number of messages pro-

cessed in terms of application, successful requests, and 

unsuccessful requests with the timestamp in millisec-

onds.  DocuSign receives more successful requests, in-

cluding timestamping, implying that it has a strong and 

dependable infrastructure. This is especially important 

that rely on electronic signatures and document manage-

ment to maintain constant efficiency and uptime. The 

figure indicates that DocuSign receives more successful 

requests than SignEasy. In comparison to SignEasy, 

DocuSign has less rejected requests.   

 

Fig. 15. DocuSign environmental impact 

Fig 15 shows an analysis of the effects of DocuSign 

and SignEasy on the quantity assessed for carbon emis-

sions, water conservation, wood preservation, and water 

elimination. 

DocuSign outperforms SignEasy in terms of secu-

rity, interaction with enterprise systems such as SAP, 

scalability, and global support. These benefits make it an 

appealing option for enterprises looking for a compre-

hensive electronic signature and document management 

solution, especially when dealing with high-security and 

high-volume document processing requirements. 

4.6. Discussion  

A user-friendly design and optimized e-signature 

functionalities are the main goals of this development. 

While providing the fundamental features of an elec-

tronic signature. DocuSign has an advantage in estab-

lishing trust with highly regulated businesses because of 

its longer history in the sector. Comparing other stream-

lined e-signature, the DocuSign has more regulations 

and trust. It offers comprehensive customer support and 

resources due to its larger user base. 
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5. Conclusion  

This research paper investigates the topic of data 

security in SAP-enabled healthcare systems and pre-

sents a plan for addressing challenges such as data 

breaches, unauthorised access, and manipulation by uti-

lising sophisticated technologies such as blockchain, 

digital signatures, and cryptography. With strong en-

cryption techniques, cryptography protects confidential 

patient information and fortifies sensitive data. Digital 

signatures give an additional layer of assurance to doc-

ument accuracy, lowering the chance of unauthorised 

changes. The proposed approach uses blockchain tech-

nology to create an immutable and decentralised ledger. 

According to the empirical review, security risks and 

data breaches have been significantly reduced. Perfor-

mance benchmarks show that cryptographic procedures 

and digital signature verification are carried out effi-

ciently within the SAP system. However, difficulties re-

main, needing careful planning and collaboration among 

healthcare institutions, technological professionals, and 

regulatory bodies. To keep healthcare data safe and se-

cure in the ever-changing context of digital security, 

adaptability is critical. Our study improves healthcare 

data security by addressing immediate security prob-

lems while also fostering efficient, safe, and patient-cen-

tric data management, ensuring important patient and 

provider data remains secure and accessible. 

However, the study identifies limitations and prob-

lems in applying a framework in healthcare settings, re-

quiring coordination among institutions, technology 

professionals, and regulatory bodies, as well as adapta-

tion to the ever-changing cybersecurity landscape. The 

revolutionary potential of this work has the potential to 

have a long-term impact on healthcare systems, ulti-

mately benefiting both patients and healthcare profes-

sionals. In the future, this study investigates the feasibil-

ity of integrating public and private blockchain net-

works in healthcare systems to improve data access con-

trol, privacy, transparency, and scalability. 
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Abstract  

The proliferation of deep fake content in multimedia has necessitated the development of robust detection mech-

anisms. In this study, a comparative analysis of four state-of-the-art deep learning models for detecting deep fakes is 

conducted: CNN+RNN, DAFDN, Hybrid Inception ResNet v2, and Xception. The evaluation focuses on their perfor-

mance metrics, emphasizing accuracy as a primary measure. Through extensive experimentation and evaluation on a 

comprehensive dataset, the findings reveal notable distinctions among these models. The CNN+RNN architecture 

demonstrates a commendable accuracy of 94.8%, providing a solid baseline for comparison. Surpassing this, the 

DAFDN model achieves an accuracy of 97.8%, showcasing superior discriminatory capabilities in identifying manip-

ulated content. Furthermore, the CNN model stands out with an accuracy of 98%, exhibiting remarkable effectiveness 

in distinguishing between genuine and deep fake media. The comparative analysis delves into the strengths and weak-

nesses of each model, shedding light on their respective performance levels in detecting sophisticated deep fake con-

tent. The observed accuracies underscore the nuanced differences in their architectures and training methodologies, 

offering insights crucial for selecting appropriate models based on specific detection requirements. 

Keywords: Face Forensics, Convolutional neural network, recurrent neural network, DAFDN, Resnet v2, Xceptio

1. Introduction 

Deep fake films are modified videos that use ma-

chine learning-based algorithms to swap out humans 

for other objects or actors in an existing image or video. 

Three categories of deep fake videos exist: lip-syncing, 

face swapping, and head puppetry. The art of head 

puppetry involves using a source video person's head 

to manipulate a video of a specific human's head and 

upper shoulder so that the altered person looks exactly 

like the source (Shad et.al.,2021). Face swapping is 

changing a person's face to that of another while keep-

ing the same expression on their face. Since lip-sync-

ing merely modifies the lip area of a video, the target 

person says something that isn't actually true. Alt-

hough some deep fakes can be produced using classic 

visualization techniques or computer graphics, the 

most recent and widely used deep learning techniques 

for producing deep fake videos are auto encoders and 

generative adversarial networks (GAN) (Rahman 

et.al.,2022). 

These models are used to synthesize face images 

of people with comparable expressions and move-

ments based on the analysis of a person's facial emo-

tions and movement. For deep fake technologies to 

train a model to create photorealistic photos and mov-

ies, a significant amount of image and video data sets 

are typically required. Politicians and celebrities are 

the first targets of profound fakes due to the sheer vol-

ume of their films and photographs that are readily 

available online (Nguyen et.al.,2019) In pornographic 

pictures and films, the heads of famous people and po-

litical figures have been replaced with deep fakes. In 

the first deep fake movie, a celebrity's visage was 

changed to that of a porn, it was released in 2017. Deep 

fake movies are an increasing concern to global 

mailto:aishwaryarajeev@gmail.com
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security since they are increasingly being used to pro-

duce false speeches by world leaders (Bode 2021).  

In response to this challenge, researchers have 

explored various deep learning architectures to en-

hance detection accuracy. Comparative analyses have 

been conducted to assess the efficacy of different mod-

els, including CNN+RNN, DAFDN (Deep Adaptive 

Feature Distillation Network), Hybrid Inception Res-

Net v2, and Xception. Each architecture brings its 

unique strengths in identifying subtle discrepancies 

and patterns within manipulated content, striving to 

outperform adversaries' deep fake generation tech-

niques Verdoliva 2020). The CNN+RNN model com-

bines Convolutional Neural Networks (CNN) for fea-

ture extraction with Recurrent Neural Networks (RNN) 

for temporal information processing, offering a com-

prehensive approach to capture both spatial and se-

quential patterns in videos, a common format for deep 

fakes (Kousik et.al.,2021). DAFDN utilizes adaptive 

feature distillation to distill informative features and 

mitigate the domain gap between real and fake videos, 

enhancing detection accuracy. 

Meanwhile, the Hybrid Inception ResNet v2 and 

Xception architectures leverage the power of inception 

modules and efficient convolutional operations, re-

spectively, to improve feature extraction and model ro-

bustness against increasingly sophisticated manipula-

tions (Kamaleldin et.al.,2023). However, amidst these 

advancements, a notable research gap persists. Despite 

significant progress in deep fake detection, the adapt-

ability of detection models to new and evolving ma-

nipulation techniques remains a challenge (Guo 

et.al.,2021). The rapid evolution of deep fake genera-

tion methods continuously outpaces the development 

of detection algorithms, leading to a need for models 

that can generalize across diverse types of manipula-

tions and adapt swiftly to emerging fake media tactics 

(George et.al.,2023, Wang et.al.,2023). 

In conclusion, while various deep learning archi-

tectures have shown promise in detecting deep fakes, 

the dynamic landscape of fake media creation de-

mands continuous innovation and adaptation in detec-

tion models to effectively address the ever-evolving 

challenges posed by deep fakes. Closing the research 

gap by creating more adaptable and robust detection 

mechanisms stands as a critical next step in the ongo-

ing battle against misinformation and deceptive media. 

The paper is organized in a systematic manner. It 

begins with a thorough introduction and then quickly 

reviews the body of research that has already been 

done on face forensics. The paper's main body goes 

into a thorough comparison study of several false face 

forensics designs. The salient features of the compari-

son are then highlighted by a summary. The article cul-

minates with a thorough synopsis that synthesizes the 

knowledge and understanding acquired during the in-

vestigation. 

2. Literature survey 

A literature survey on deep fake detection sys-

tems encompasses a comprehensive exploration of ex-

isting research, methodologies, and advancements in 

the field. This survey delves into the diverse array of 

approaches employed to detect and mitigate the prolif-

eration of manipulated multimedia content, specifi-

cally focusing on deep fake videos. It encompasses an 

analysis of various techniques, such as machine learn-

ing algorithms, neural networks, forensic analysis, and 

other innovative methodologies utilized to identify 

and combat the rising sophistication of deep fake tech-

nology. The survey aims to synthesize the current 

state-of-the-art methodologies, highlight their 

strengths and limitations, and identify potential ave-

nues for further research and enhancement in the realm 

of deep fake detection systems. 

 (Feng Ding et al 2020) The author created a cre-

ative framework as a digital forensics tool to protect 

end users. It is built on deep learning and uses catego-

rization to find assaults. The suggested model's data 

collecting effectiveness, resilience, and detection per-

formance are all improved when compared to the tra-

ditional approaches, which are supported by our ex-

periments. Additionally, our suggested approach 

makes use of 5G HetNets to allow high-quality real-

time forensics services on edge consumer devices 

(ECE), such as smartphones and laptops, which has 

significant practical implications. Additionally, certain 

conversations are held to describe potential risks in the 

future. 

(Nickson M. Karie et al 2019) The DLCF Frame-

work, developed as a result of this research, provides 

a general framework for converting DL cognitive 

computing techniques into Cyber Forensics (CF). By 

imitating human decision-making in neural networks, 

DL uses a variety of machine learning techniques to 



  DOI: 10.6977/IJoSI.202403_8(1).0005 

A. Rajeev, Raviraj P./Int. J. Systematic Innovation, 8(1), 49-62 (2024) 

51 

address problems. These considerations suggest that 

DL has the potential to both offer forensic investiga-

tors options while also having the potential to drasti-

cally impact the field of CF in a number of ways. Ex-

amples of such remedies include minimizing prejudice 

in forensic investigations, contesting the admissibility 

of certain types of evidence in court proceedings or 

other civil hearings, and many others. 

(Akash Chintha et al 2020) this paper offered 

straightforward yet effective digital forensic tech-

niques for spoof audio and deep fake image detection. 

The methods combine bidirectional recurrent struc-

tures, entropy-based cost functions, and convolutional 

latent representations to extract semantically rich in-

formation from recordings. They are shown using the 

Face Forensics++, Celeb-DF, and ASVSpoof 2019 

Logical Access video datasets and audio datasets, set-

ting new standards in every category. To show gener-

alization to other domains and learn more about the 

efficacy of the new designs, extensive investigations 

are carried out. 

(Bin Wu et al 2023) to extract relevant and unu-

sual phrases from local areas, the author presented a 

brand-new framework called FPCNet. For the purpose 

of identifying face forgery films, this system employs 

CNN, LSTM, CGLoss, and adaptive feature fusion. In 

experiments, the suggested technique's detection 

speed reaches 420 FPS, and the auc scores on the Raw 

CelebDF, Raw Face Forensics++, F2F, and NT da-

tasets achieve the best results of 99.7%, 99.9%, 94.7%, 

and 82.0%, respectively. The experimental findings 

show that the suggested framework outperforms exist-

ing frame-level approaches in terms of time economy 

while also boosting detection performance. 

(Ahmed Sedik et al 2022) in this study, a cyber-

facial spoofing assault was combined with a deep 

learning methodology for video face forensic recogni-

tion utilizing convolutional neural networks (CNN) 

and convolutional long short-term memories (Con-

vLSTM). Simulation findings showed that the Con-

vLSTM with CNN methodology gave improved clas-

sification results in comparison to other conventional 

strategies. with an accuracy of 99% and up to 95%. In 

each technique, the classification function was han-

dled by the SoftMax layer. 

(Jiahui Wu et al 2023) remote photoplethysmog-

raphy (rPPG) technique collects heartbeat signals from 

video recordings by analyzing the small variations in 

skin color induced by cardiac activity. This is a strong 

biological signal for deep fake detection since it devel-

ops distinct rhythmic patterns in response to various 

manipulation approaches. To capture both spatial and 

temporal differences, a two-stage network made up of 

a Temporal Transformer and a Mask-Guided Local At-

tention module (MLA) is proposed. The effectiveness 

of our method in comparison to all existing rPPG-

based methods has been thoroughly tested on the Face 

Forensics ++ and Celeb-DF datasets. The proposed 

method's usefulness is also demonstrated through vis-

ualization. 

(Davide Coccomini et al 2022) Since most algo-

rithms are becoming more adept at creating realistic 

human faces, the author focused on video deep fake 

detection on faces in this work. We particularly com-

bine different types of Vision Transformers with an Ef-

ficient Net B0 convolutional network used as a feature 

extractor, and the results are comparable to some more 

recent methods that also use Vision Transformers. Un-

like current methodologies, the author does not em-

ploy distillation or collective approaches. Additionally, 

we offer a fundamental inference procedure based on 

a straightforward voting system for addressing several 

faces in a single video clip. The top model scored an 

F1 score of 88.0% and an AUC of 0.951 on the Deep 

Fake Detection Challenge (DFDC), which is very 

close to the state-of-the-art. 

Aishwarya Rajeev et al [18] Numerous tech-

niques, including Random Forest, Multilayer Percep-

tron (MLP), and Convolutional Recurrent Neural Net-

works (CRNN), are employed in this study to execute 

various kinds of forensic investigation. Also employed 

is image fusion, which may combine many photos to 

create a single image with more information and ex-

tract characteristics from the original images. Accord-

ing to this study's findings, the random forest has a 

98.02 percent accuracy rate when it comes to produc-

ing the best results for network forensic investigation. 

The paper seeks to present an extensive summary of 

the work that has been done over the past few years to 

analyze current techniques and techniques for video 

source authentication using machine learning. 

3. Face Forensics 

Face forensics, commonly referred to as facial 

recognition forensics, is the use of forensic techniques 
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and technology to analyze and study face photographs 

or videos with the aim of establishing identity, verify-

ing a person's identity, or obtaining evidence. To ex-

tract and analyze face characteristics and patterns in 

order to infer or draw conclusions entails using a vari-

ety of techniques, algorithms, and tools. 

Face forensics may be used in a variety of fields, 

including biometrics, digital forensics, law enforce-

ment, and security. The following are some typical 

uses for facial forensics: 

• Facial Identification: Face forensics is 

frequently used to identify people in surveillance foot-

age, pictures, or videos. To uncover probable matches, 

face recognition algorithms compare the subject's fa-

cial traits with a database of well-known people (Aish-

warya et.al.,2023). 

• Face Authentication: It includes match-

ing a person's face traits with their stored biometric in-

formation to confirm their identification. Mobile de-

vices, access control systems, and other security appli-

cations all make use of this technology (Xiao 

et.al.,2019). 

• Facial Image Analysis: To extract infor-

mation from photos or videos or to spot modifications, 

forensic professionals employ face image analysis 

tools. This might involve analyzing facial expressions, 

locating locations or characteristics, and determining 

the veracity or integrity of a picture, among other 

things (Ahmadi et.al.,2021). 

• Facial Age Progression/Regression: 

Face forensics methods can be applied to a person's 

face to imitate the aging or de-aging of their face based 

on their present or former look. Investigating missing 

persons or identifying people in unresolved instances 

may benefit from this (Ross et.al.,2020). 

• Facial Emotion Analysis: In order to 

identify emotional states like happiness, sorrow, rage, 

or surprise, face recognition algorithms analyze facial 

expressions. Fields like psychology, market research, 

or human-computer interface may find a use for this 

(Chandaliya et.al.,2022). 

• Facial Image Retrieval: Face forensics 

may help in searching through massive databases of 

pictures or videos based on particular features or traits 

of the face. Criminal investigations or the identifica-

tion of people of interest may benefit from this 

(Ivanova et.al.,2020). 

It's crucial to recognize that the application of 

face forensics involves issues of privacy and ethics. 

Discussions about regulation and protecting personal 

privacy have arisen in response to the potential for 

misuse or abuse of face recognition technology. 

Face forensics, or face manipulation detection, is 

an important area of research in computer vision and 

deep learning. Various methods have been developed 

to detect manipulated or fake faces using deep learning 

concepts. Here are a few different techniques for face 

forensics: 

3.1. Facial Expression Analysis 

Facial expression analysis is an intriguing area 

that focuses on comprehending and analyzing the 

emotions expressed via facial expressions. Research-

ers and practitioners can explore the intricate world of 

human emotions by analyzing the minute movements, 

configurations, and dynamics of the face (Sikkandar 

et.al.,2020). In this procedure, essential face traits in-

cluding the position of the eyebrows, the state of the 

eyes, the shape of the lips, and more are extracted from 

facial photos or videos. Then, these characteristics are 

examined using a range of techniques, including ma-

chine learning and computer vision algorithms, to cat-

egorize and interpret emotions including happiness, 

grief, rage, surprise, fear, and disgust. (Keshari 

et.al.,2019). Applications for facial expression analy-

sis may be found in a variety of industries, including 

psychology, HCI, market research, and even the pro-

fessional diagnosis of mental health issues. Facial ex-

pression analysis helps us better comprehend non-ver-

bal communication and human emotions by utilizing 

ongoing technological and algorithmic breakthroughs 

(Hussain et.al.,2020). 

3.2. Facial Landmark Detection 

To locate and analyze important spots or land-

marks on the face, a major approach used in face fo-

rensics is known as facial landmark detection. These 

landmarks, including the corners of the mouth, nose, 

and eyes, offer geometric information and serve as 

starting points for further study. Researchers may learn 

important details about the structure, position, and 

emotions of the face by precisely detecting and track-

ing facial landmarks. These insights are crucial for 

spotting and analyzing possible modifications 

(Ashwin et.al.,2019). Facial landmark detection is es-

sential in face forensics for determining the veracity 
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and accuracy of a face picture. Disparities or inconsist-

encies brought on by manipulations, such as face 

swapping or morphing, can be found by analyzing the 

locations, configurations, and motions of landmarks. 

When landmark spatial connections differ from what 

is expected, it may be a sign that the picture has been 

altered or tampered with. Additionally, facial land-

mark identification can help pinpoint regions of inter-

est for later research. For instance, by identifying the 

eye landmarks, researchers may concentrate on ana-

lyzing eye-related alterations, such as changing the 

color of the eyes or adding digital contact lenses. Sim-

ilar to this, recognizing mouth landmarks can assist in 

spotting possible lip-syncing or speech manipulation. 

It's crucial to remember that face forensics facial land-

mark detection might be difficult. It could be delicate 

to changes in facial expression, occlusions, or head 

posture (Agbolade et.al.,2019). Accurate landmark de-

tection may also be hampered by the presence of cos-

metics, accessories, or facial hair. As a result, to man-

age these complexity levels and guarantee correct out-

comes, strong and precise algorithms are required 

(Bozkir et.al.,2023). In conclusion, facial landmark 

detection is an important method in face forensics that 

provides geometric data and helps spot any alterations. 

Researchers may improve their study of facial integ-

rity by utilizing precise landmark detection, making a 

contribution to the fields of digital forensics and bio-

metrics as well as assuring the reliability of face-based 

authentication systems. 

3.3. Face Swapping Detection 

Face forensics experts use the important technol-

ogy of "face swapping detection" to spot instances of 

faces being switched or replaced in photos or videos. 

This method seeks to spot visual tricks when one per-

son's face is digitally swapped out for another, which 

frequently produces believable but misleading results. 

Face swapping detection is essential for maintaining 

the authenticity and integrity of visual material in face 

forensics. Face swapping detection algorithms can 

spot obvious evidence of manipulation by analyzing a 

variety of visual signals and attributes, including facial 

landmarks, textures, lighting, and consistency in facial 

emotions (Dargan et.al.,2020). The geometric align-

ment and arrangement of facial landmarks before and 

after the swap is one typical method utilized in face 

swapping detection. Key facial features like the eyes, 

nose, and mouth may be precisely detected and tracked, 

making it possible to see any differences or 

irregularities in their locations. Face swapping may be 

present if there are significant differences in the way 

these landmarks are spaced out from one another. The 

uniformity and naturalness of the face textures in the 

swapped region may also be examined using texture 

analysis tools (Verdoliva 2020). Anomalies can point 

to the presence of face alteration, such as artificial 

blending or variances in lighting. 

Due to improvements in face manipulation meth-

ods and the possibility for perfect blending, face swap-

ping detection can be difficult. Face swapping algo-

rithms based on deep learning can provide extremely 

convincing results that are hard to spot. In order to im-

prove face swapping detection techniques' accuracy 

and sturdiness, it is essential to conduct continuing re-

search and make improvements in the fields of deep 

learning, computer vision, and forensic analysis 

(Hashmi et.al.,2020). In order to detect instances of 

face replacement or swapping, face forensics must em-

ploy a fundamental method called face swapping de-

tection. It contributes to the creation of trustworthy 

digital media and raises the trustworthiness of face-

based authentication systems by assessing facial land-

marks, textures, and other visual clues to assure the in-

tegrity and authenticity of visual material. 

3.4. Deep Fake Detection 

A key method in face forensics for identifying 

and detecting heavily altered or artificial face photos 

and films is deep fake detection. The term "deep fake" 

refers to media that has been purposefully made using 

deep learning algorithms. Often, this involves swap-

ping out a person's face for another, creating very life-

like and deceptive visual results. Deep fake identifica-

tion in face forensics is essential for reducing the dan-

gers that might result from the illicit exploitation of 

altered material. To analyze and examine the veracity 

of face material, deep fake detection algorithms use a 

variety of methodologies. Examining visual artifacts, 

inconsistencies, and abnormalities that are often in-

cluded throughout the deep fake creation process is in-

volved in these procedures (Deshmukh et.al.,2020). 

Analyzing minute artifacts and flaws that result from 

the synthesis process is a typical strategy in deep fake 

detection. Deep fakes frequently display uneven mix-

ing, irregular lighting, and differences in the resolution 

and texture of the face. Algorithms can recognize these 

red flags and differentiate deep fakes apart from real 

face material by utilizing deep learning models and 

computer vision techniques (Awotunde et.al.,2022). 
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Using sophisticated machine learning models to 

discover and identify patterns particular to deep fakes 

is an alternative strategy. These models can spot sta-

tistical discrepancies and distinctive traits related to 

deep fake manipulation by training on a sizable dataset 

of both genuine and deep fake samples. With this 

method, key characteristics are frequently extracted 

and the legitimacy of the information is categorized 

using convolutional neural networks (CNNs) or recur-

rent neural networks (RNNs). However, due to the 

quick advancement of deep fake-generating tech-

niques as well as the introduction of advanced adver-

sarial strategies, deep fake detection approaches con-

front difficulties. Deep fakes produced by adversarial 

networks may be extremely convincing and difficult 

to differentiate from legitimate information, making 

detection more difficult. In order to keep ahead of de-

veloping methods and guarantee the integrity of digital 

material, ongoing research, and breakthroughs in deep 

fake detection are essential (Byrnes et.al.,2021). 

In order to recognize fabricated or altered face 

photos and videos, deep fake detection is an essential 

approach in face forensics. Deep fake detection ap-

proaches help protect against the possible abuse of 

deep fakes and improve the credibility of digital mate-

rial by analyzing visual artifacts, and inconsistencies, 

and utilizing machine learning models. 

3.5. Deep Texture Analysis 

Deep texture analysis is a crucial tool in face fo-

rensics. It focuses on analyzing the complex patterns, 

specifics, and irregularities contained in the texture of 

a face using deep learning models and cutting-edge 

computer vision techniques. It seeks to identify minute 

texture variations that may be a sign of face switching, 

digital retouching, or other types of manipulation. 

Convolutional neural networks (CNNs) trained to 

identify and extract pertinent characteristics from fa-

cial textures are one popular method in deep texture 

analysis. Algorithms can spot differences or anomalies 

that may indicate tampering by analyzing the con-

sistency and coherence of texture patterns across vari-

ous face areas (Chen et.al.,2022). 

However, when dealing with alterations in light-

ing, picture quality, or the presence of cosmetics and 

accessories that might affect the texture look, deep tex-

ture analysis may run into difficulties. The identifica-

tion method is made more difficult by the fact that very 

advanced modification techniques may produce deep 

fakes with convincing texture features. To keep up 

with changing manipulation techniques and boost the 

precision and resilience of deep texture analysis ap-

proaches, ongoing research and development are cru-

cial (Xi et.al.,2020). 

In conclusion, deep texture analysis is an im-

portant method in face forensics for identifying and 

analyzing textural elements in facial photographs. It 

adds to the identification and detection of manipulated 

or altered faces by utilizing deep learning models and 

studying texture patterns and irregularities, improving 

the integrity and reliability of face-based forensic in-

vestigation and digital media authentication. 

Table 1. Comparison table of different face forensics tech-

niques using deep learning concepts 
Ref. Tech-

nique 

Descrip-

tion 

Ad-

vantages 

Limita-

tions 

Jeong 

et.al.,2020 

Facial 

Expres-

sion 

Analysis 

Analyses 

facial ex-

pressions 

to infer 

emotions 

or inten-

tions 

Provides 

insights 

into the 

emotional 

state of a 

person 

Difficulty 

in accu-

rately inter-

preting 

complex or 

subtle fa-

cial expres-

sions 

Zhu 

et.al.,2019 

Facial 

Land-

mark 

Detec-

tion 

Identi-

fies key 

facial 

land-

marks 

for fur-

ther 

analysis 

Provides 

geometric 

infor-

mation 

about the 

face 

Sensitive to 

occlusions 

or varia-

tions in fa-

cial expres-

sions 

Zhang 

et.al.,2019 

Face 

Swap-

ping De-

tection 

Identi-

fies in-

stances 

where 

faces 

have 

been 

swapped 

or re-

placed 

Effective 

in detect-

ing face 

replace-

ment or 

swapping 

Limited to 

face swap-

ping tech-

niques 

Zhao 

et.al.,2021 

Deep 

Fake De-

tection 

Detects 

manipu-

lated 

faces us-

ing deep 

learning 

models 

Effective 

against 

deep fake 

videos 

Limited to 

specific 

types of 

manipula-

tions (e.g., 

deep fake 

videos) 

Bonomi 

et.al.,2021 

Deep Tex-

ture Anal-

ysis 

Analyses 

textural 

features 

within 

the face 

using 

Effective 

in detect-

ing in-

consist-

encies or 

May strug-

gle with 

subtle ma-

nipulations 

or 



  DOI: 10.6977/IJoSI.202403_8(1).0005 

A. Rajeev, Raviraj P./Int. J. Systematic Innovation, 8(1), 49-62 (2024) 

55 

deep 

learning 

models 

manipu-

lations in 

texture 

patterns 

variations 

in image 

quality 

4. Analysis On Face Forensics 

Face forensics analysis is a broad discipline that 

includes a range of methods and tools for analyzing 

and interpreting facial characteristics in the settings of 

criminal investigations and legal evidence. It entails 

using face recognition algorithms to match and iden-

tify people according to their facial features. Experts 

in face forensics also use picture authentication tech-

niques to establish the veracity and integrity of facial 

images, such as examining any indications of altera-

tion or digital interference. In order to understand 

emotions, believability, and deceit, they also analyse 

the facial expressions shown in photos or movies. 

Techniques for estimating a person's age and predict-

ing their anticipated appearance at various ages are 

used, as well as methods for comparing facial traits to 

databases of missing people or suspects.  In order to 

confirm identities or determine whether persons in vis-

ual evidence are the same, facial comparison and su-

perimposition techniques are used. In addition, foren-

sic anthropology employs facial reconstruction meth-

ods to recreate the look of unidentified human remains' 

faces, aiding in the identification process. But it's im-

portant to recognize the possible drawbacks of face fo-

rensics, such as changes in picture quality, lighting, 

position, and the existence of barriers or disguises, 

which may affect the precision of studies. Therefore, 

face forensics analysis should be performed by quali-

fied experts who take these elements into account and 

use caution when making interpretations. 

In this study, we concentrate on the face forensics 

research conducted by several researchers, compare 

those works, evaluate the findings, and, after compar-

ing all the works, focus on the shortcomings of prior 

research and utilize those shortcomings as the founda-

tion for our future work. 

4.1. Deep Fake Video Detection Using 

CNN and RCNN : 

(Ashifur Rahman et al 2022) deep fake videos 

that are convincing and increasing quickly in popular-

ity can now fool even experienced professionals. The 

political, social, and personal spheres are all affected 

significantly by these profoundly false videos. In high 

quality and lengthy video data, modern machine 

learning experiments provide demonstrable success in 

spotting fraudulent movies, however, this performance 

is not demonstrated in low resolution and brief video 

clips. In this study, the authors created a model using 

convolutional neural networks (CNN) and recurrent 

neural networks (RNN) that shows mentionable accu-

racy in detecting fraudulent films in low-resolution 

and short-duration video data. In our experiment, the 

author employed the Kaggle Deep Fake Detection 

Challenge (DFDC) dataset and the Face Forensics++ 

dataset. When it came to identifying false videos, the 

model performed 94.8% accurately for the RCNN 

model and 94.2% accurately for the CNN model. The 

author compared the performance of our models to 

cutting-edge techniques and evaluated our models us-

ing several performance measures. Comparable per-

formance is shown by the model. The mathematical 

equation for RNN has been shown in equations 1 and 

2 

Recurrent Neural Networks (RNNs) are a class of 

neural networks specifically designed to work with se-

quence data. They are defined by the recurrence of 

neural network modules, allowing them to maintain a 

memory of previous inputs to make decisions about 

the current input. Mathematically, an RNN can be rep-

resented through its forward pass equations. 

Let's denote: 

• 𝑥𝑡 as the input at time step 𝑡 

• ℎ𝑡 as the hidden state at time step 𝑡 

• 𝑦𝑡  as the output at time step 𝑡 

The basic equations for a simple RNN are as fol-

lows: 

Where: 

• 𝑊𝑖ℎ is the weight matrix for input to hidden 

connections. 

• 𝑊ℎℎ is the weight matrix for hidden to hidden 

connections. 

• 𝑊ℎ𝑦 is the weight matrix for hidden to output 

connections. 

• 𝑏ℎ  and 𝑏𝑦  are the bias terms for the hidden 

and output layers, respectively. 

• 𝜎 is an activation function, commonly the hy-

perbolic tangent (tanh) or the Rectified Linear Unit 

(ReLU). 
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4.1.1. Data Set: 

This study utilized BlazeFace, MTCNN, and face 

recognition DL libraries to extract faces swiftly. 

BlazeFace and face recognition are particularly effi-

cient for processing numerous images. Combining 

these three DL libraries enhances the accuracy of face 

detection. They stored face images in JPEG format, 

sized at 224 x 224 resolution. The dataset was split into 

training, validation, and test sets, containing 162,174 

images in total. Specifically, 112,378 were allocated 

for training, 24,898 for validation, and another 24,898 

for testing, maintaining a 70:15:15 ratio respectively. 

Both the real and fake image classes were equally rep-

resented across all sets. 

4.1.2. Roc Curve: 

A Receiver Operating Characteristic (ROC) 

curve represents the performance of a binary classifi-

cation model graphically. At different threshold set-

tings, it compares the true positive rate (sensitivity) to 

the false positive rate (1 - specificity). The schematics 

of ROC curve is shown in Fig.1 

Fig. 1. ROC curve of all CNN models [38] 

 

Fig. 2. 

ROC curve of CRNN model [38] 

4.1.3. Result and Discussion: 

Table 2. Result of CNN and RCNN model [38] 
Sys-
tem 

Name 

Architecture Accu-
racy 

Preci-
sion 

CNN 

 

InceptionRes-
NetV2 

93.75% 98.0% 

Mobile Net 94.2% 99.0% 

DenseNet121 93.86% 98.0% 

RCNN 

 

CNN+RNN 94.8% 94.4% 

4.2. Dual Attention Network Approaches 

to Face Forgery Video Detection [44]: 

(YI-XIANG LUO et al 2022)in this study, a For-

gery Feature Attention Module (FFAM) and a Spatial 

Reduction Attention Block (SRAB) were integrated 

into the backbone network to construct a Dual Atten-

tion Forgery Detection Network (DAFDN). The two 

attention processes that have been presented are em-

bedded by DAFDN, it additionally makes it possible 

for the convolution neural network to extract odd 

traces from the warped images. This study compares 

the effectiveness of the proposed DAFDN with other 

techniques using two benchmark datasets, DFDC and 

Face Forensics++. The results show that the proposed 

DAFDN approach achieves AUC values of 0.911 and 

0.945, respectively, in the DFDC and Face Foren-

sics++ datasets. These outcomes surpass those of ear-

lier developed techniques like XceptionNet and Effi-

cient Net-related techniques. 

The whole process can be expressed as follows.

  

𝑀𝑠𝑟(𝐹)  = 𝜎(𝑓7×7([𝑓1×1(𝐹); MaxPool (𝐹)]))

 = 𝜎(𝑓7×7([𝐹𝑐; 𝐹max]))

(3) 

Where 𝜎 denotes the sigmoid function; 𝑓7×7 and 

𝑓1×1 represent that they were calculated via convolu-

tion, and the superscript stands in for the kernel size. 

4.2.1. Data Set: 

In order to assess how well DAFDN performs in 

identifying deep fake movies, Deep fake Detection 

Challenge (DFDC) and Face Forensics++ (FF++) are 

used as two benchmark datasets. A first-generation 

deep fake dataset, the FFCC dataset contains 1000 

YouTube raw video sequences. The front of the face 

is not obscured in any of the movies because they were 

all manually chosen, making it possible for forgery 

techniques to produce lifelike forgeries. Two meth-

ods—classical computer graphics and deep learning—
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can be used to generate counterfeit videos in the order 

they appear in the film. 

4.2.2. Roc Curve: 

 

Fig. 3. PR curve and ROC curve of DAFDN on FFCC and 

DFDC [44]. 

 

Fig. 4. Loss and AUC of EfficientNet-B4 and DAFDN [44]. 

4.2.3. Results of Analysis: 

DAFDN received PR-AUC scores of 0.978 and 

0.911 with DFDC, as well as 0.978 and 0.945 with 

FFCC. Both the FF++ and DFDC datasets show strong 

performance with DAFDN. Given that the test set is 

composed of data that have never been used for model 

training, the model's outstanding performance illus-

trates its great generalizability. 

Table 3. Performance by DAFDN [39] 
System 
Name 

Architecture Accuracy Precision 

DAFDN DAFDN+ DFDC 97.8% 91.1% 

DAFDN DAFDN+ FF++ 97.8% 94.5% 

4.3. Deepfake Video Detection Through 

the Use of a Hybrid CNN Deep Learning 

Model : 

(Sumaiya Thaseen Ikram et al 2023)with the use 

of numerous software programs and cutting-edge AI 

(Artificial Intelligence) technology, a number of fake 

films and images are created in the current era, leaving 

behind certain telltale evidence of manipulation. Vid-

eos may be used in a variety of unethical ways to in-

timidate, quarrel, or frighten others. Make sure that no 

fraudulent videos are produced using such techniques. 

Deep Fake is the name of an AI-based method for cre-

ating synthetic human photographs. They are pro-

duced by mixing and overlaying pre-existing videos 

over the original videos. In order to extract frame-level 

characteristics, a method that combines InceptionRes-

net v2 and Xception is built in this research. For ex-

perimental analysis, the DFDC deep fake detection 

challenge on Kaggle is used. The accuracy and train-

ing time of these deep learning-based algorithms are 

increased by using this dataset for both training and 

testing. The following results were obtained: accuracy 

0.985, recall 0.96, f1-score 0.98, and support 0.968. 

4.3.1. Data Set: 

The DFDC dataset serves as the foundation for 

experiments, distinguishing itself from other deep fake 

datasets by collecting over 100,000 clips involving 

3,426 paid actors. Unlike many other datasets that use 

non-consensual footage shot in controlled environ-

ments, the DFDC dataset stands out for its diverse col-

lection of face swap videos sourced from various al-

gorithms, including Deep fake, GAN-based, and non-

learned methods. Notably, each of the 100,000 forged 

videos in this dataset presents a unique target/source 

switch, showcasing a wide array of scenarios spanning 

indoor and outdoor settings with different lighting 

conditions. Despite disruptions, DF-1.0 encompasses 

1,000 distinct forged videos, contributing to the da-

taset's comprehensive nature and its status as the larg-

est publicly available face swap video dataset. 

4.3.2. Roc Curve: 

The ROC curve for Sumaiya's suggested study is 

presented in Figure. 5. The genuine positive rate vs. 

false positive rate for various parameter cut-off points 

is plotted in this graph. 
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Figure. 5. ROC Curve for Training and Validation [45] 

4.3.3. Result and Discussion 

Table 4. Performance by CNN based face detection 
System 
Name 

Archite 
cture 

Accu-
racy 

Pre-
ci-

sion 

Re-
call 

F1-
Score 

CNN Inception 96% 97% 94% 93% 

CNN Xception 93% 98% 98% 91% 

CNN 

Hybrid In-
ception-

Resnet v2 
and Xcep-

tion 

98% 99% 97% 98% 

5. Comparison of Previous Research: 

Comparing previous deep learning-based face fo-

rensics results can provide insights into the develop-

ments and performance obtained by various models 

and methodologies. 

Table 5. Comparative analysis  
Author System Architec-

ture 

Accu-

racy 

Preci-

sion 

Ashifur 

Rahman 

et al [38] 

RCNN 

 

CNN+RNN 94.8% 94.4% 

YI-

XIANG 

LUO et al 

[39] 

DAFDN 
DAFDN+ 

FF++ 

97.8% 94.5% 

Sumaiya 

Thaseen 

Ikram et 

al [40] 

CNN 

Hybrid In-
ception Res-
net v2 and 
Xception 

98% 99% 

 

The table outlines a comparison among three dis-

tinct systems—RCNN, DAFDN, and CNN—focusing 

on their structure, precision, and accuracy. RCNN 

merges Convolutional Neural Networks (CNN) and 

Recurrent Neural Networks (RNN), achieving 94.8% 

accuracy and 94.4% precision. In contrast, DAFDN 

integrates DAFDN and FF++ elements, displaying ex-

ceptional performance with 97.8% accuracy and 

94.5% precision. The CNN system combines Incep-

tion Resnet v2 and Xception models, yielding a re-

markable 98% accuracy and an impressive precision 

of 99%. These statistics highlight how each system's 

design effectively handles tasks, offering valuable in-

sights into their capabilities within neural networks. 

Table 6. Models significance and limitation  
Model Advantages Limitations 

RCNN 

Handles varied facial 

poses and orientations 

well 

Computationally in-

tensive 

Good at detecting 

faces even in cluttered 

backgrounds 

Requires large datasets 

for training 

Can identify faces 

across different scales 

May struggle with 

low-resolution or dis-

torted images 

DAFDN 

Focuses on fine-

grained facial features 

Limited to frontal or 

near-frontal face ori-

entations 

Robust against some 

common deepfake ma-

nipulations 

May not generalize 

well to diverse deep-

fake variations 

Efficient and faster 

than some other deep-

fake models 

Can be susceptible to 

adversarial attacks 

CNN-

based 

Flexible architecture 

adaptable to different 

tasks 

Performance highly 

dependent on data 

quality and quantity 

Can learn intricate pat-

terns and features ef-

fectively 

Prone to overfitting 

without proper regu-

larization 

Handles varying light-

ing conditions well 

Limited by training 

data availability and 

diversity 

 

This study examined three existing deep learning 

methods that outperformed other existing techniques. 

This research assessed CNN+RNN, DAFDN, Hybrid 

Inception Resnet v2, and Xception, and the outcomes 

showed that the Inception Xception model outper-

forms RCNN and Dual Attention Network in terms of 

performance. Combining three models, such as Incep-

tion Net, ResNet, and Xception Net, generates a more 

complicated structure and increases computation time 

when compared to others. There are a few limitations 

in the Inception and Xception models since both are 

computationally costly due to their deep and complex 

topologies. They have a huge number of parameters 
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and actions, making them longer to train and infer than 

simpler models. This computational complexity may 

restrict their usefulness in resource-constrained con-

texts or real-time applications where low latency is 

critical.  

Pre-trained models obtained from extensive da-

tasets (such as Image Net) are used as a starting point 

in transfer learning, and can help Xception Net. You 

may fine-tune Xception Net on face forensics datasets, 

which are often smaller, by exploiting the learned 

characteristics from these models. Furthermore, regu-

larization approaches can aid in the prevention of over 

fitting and the improvement of generalization. Meth-

ods like dropout and batch normalization can help to 

regularize the model and limit the danger of over fit-

ting on the training data. These methods motivate the 

model to learn more robust and generalizable features. 

6. Future Scope:  

Deep fake detection architecture holds great po-

tential in the future, as advanced countermeasures are 

needed against the rise of sophisticated AI techniques 

that generate hyper-realistic manipulated content. Key 

players in this evolving landscape include Convolu-

tional Neural Networks (CNNs), Region-based Con-

volutional Neural Networks (RCNNs), and the Do-

main Adaptive Few-Shot Detection Network 

(DAFDN). CNNs have been at the forefront of deep 

fake detection, but challenges remain in enhancing 

their robustness against evolving deep fake techniques. 

Future research may focus on improving interpretabil-

ity, incorporating attention mechanisms, and explor-

ing novel architectures to detect subtle artifacts and in-

consistencies introduced by deep fake algorithms. 

RCNNs capture spatial relationships in images, but 

adapting to real-time processing and handling video 

streams efficiently remains a challenge. DAFDN, de-

signed to adapt to domain shifts and few-shot scenar-

ios, presents a promising direction for future research. 

However, challenges persist, such as adversarial at-

tacks and ethical considerations surrounding privacy 

and consent in the deployment of deep fake detection 

technologies. In conclusion, the future of deep fake de-

tection architecture is poised for continued innovation 

and refinement, with researchers navigating the evolv-

ing landscape of deep fake generation techniques, en-

hancing detection networks' speed and efficiency, and 

addressing ethical considerations to ensure responsi-

ble deployment in real-world scenarios. 

7. Conclusion: 

Only a limited number of individuals working in 

law enforcement, intelligence, and private investiga-

tions had any practical use for multimedia forensics. 

fourteen years ago. Both offense and defense had an 

artisanal feel and needed meticulous effort and com-

mitment. Artificial intelligence has primarily modified 

these rules. Today, it appears that high-quality imita-

tions are made on a production line, requiring extraor-

dinary efforts from scientists and decision-makers. In 

actuality, today's multimedia forensics is fully devel-

oped, important organizations are supporting signifi-

cant research projects, and experts from other fields 

are actively contributing with quick developments in 

concepts and techniques. This analysis will look at 

three studies that looked into CNN+RNN, DAFDN, 

Hybrid Inception Resnet v2, and Xception in relation 

to Face Forensics. According to the results, the Incep-

tion Xception model performs better than RCNN and 

Dual Attention Network. 
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Abstract 

The introduction of mobile phones has redefined the world of communication in that it has turned the world into a 

global village as people can now make contact through phone calls within and across countries at affordable rates. 

Nowadays, almost every home has a functional mobile phone, be it a conventional, android, or iPhone, among others. 

These phones use non-self-charging rechargeable batteries that need to be recharged from time to time to meet the 

demands of the users. However, access to a reliable source of power to meet the energy demand, including mobile 

phone charging needs, of off-grid rural dwellers remains a global challenge. As a result, this study designed and im-

plemented a solar-powered mobile phone charging system with customized DC chargers for use in remote off-grid 

areas. The test results showed that the system is very effective for charging mobile phones. 

Keywords: Customized DC chargers, mobile phones, Remote off-grid areas, solar system. 

1. Introduction 

The introduction of mobile phones has redefined 

the world of communication in that it has turned the 

world into a global village(Abbas et al., 2019)as people 

can now make contact through phone calls within and 

across countries at affordable rates.  Modern mobile 

phones are designed to deliver smart and seamless per-

formance with a high level of affordability, flexibility, 

and reliability. They are built with several mobile appli-

cations such as Wi-Fi, GPRS, HSCSD, high-definition 

cameras, sound and video players, and USB support sys-

tems, among others. As a result, billions of mobile phone 

users (be they smart or non-smartphones) exist across 

the world(Chaudhary & Vrat, 2018), (Panigrahi et al., 

2020), (Saxena & Saxena, 2020) including remote rural 

dwellers.  

Mobile phones are powered by rechargeable lith-

ium-ion (Li-ion) batteries (Cui et al., 2018), (Ghiji et al., 

2020)whose strengths are specified in ampere-hours 

(Ah). The rates at which the batteries get drained (run-

down) depend on the usage as well as the applications 

on the phone. These batteries need frequent recharging 

in other to meet the demands of the users.  Consequently, 

mobile phones are provided with alternating current (ac) 

based battery chargers. However, it is not every user of 

mobile phones that has access to a sustainable alternat-

ing current source for charging the phone. Most rural 

dwellers fall into the category of mobile phone users that 

lack access to sustainable electricity for frequent charg-

ing of their devices.  Some mobile phone users depend 

on fossil fuel-based power generators for phone charg-

ing purposes and can go the extra mile to put on their 

generators at any time of the day just to recharge their 

mobile phone batteries thereby contributing to environ-

mental pollution and incurring a very high cost-benefit 

ratio. 

Furthermore, some mobile phone users in rural ar-

eas that are not privileged owners of generators may 

have to defer the time to charge their devices to align 

with the time when the privileged owners of generators 

are most likely to put on their generators while others 

visit charging booths operating on fossil fuel-based gen-

erators to pay for charging services. The charges paid 

per phone in such charging booths are determined by the 

prevailing prices as well as the availability of fossil fuels 

which have recently become very scarce in most devel-

oping countries.  As a result, there is a need to develop 

alternative means for charging mobile phones. One such 

means is the use of solar energy which is naturally avail-

able almost everywhere with a low environmental bur-

den(Annuk et al., 2020), (Simeon et al., 2018),(Bataev 
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et al., 2020), (Abass & Pavlyuchenko, 2019) for phone 

charging purposes. Thus, this study seeks to develop a 

solar-powered mobile phone charging booth with cus-

tomized chargers for rural dwellers in Nigeria 

Literature has shown that several authors have car-

ried out various degrees of work on solar-powered mo-

bile phone charging booths/kiosks. For example, Louie 

et al(Louie et al., 2015) designed and implemented a so-

lar power kiosk for charging mobile phones and other 

electronic devices in rural Zambia. Similarly, Palmiro, 

Rayudu, and Ford (Palmiro et al., 2015)modeled and 

simulated a solar-powered kiosk for charging Lithium-

ion batteries. Also, the authors (Dauenhauer et al., 2019) 

assessed the impact of solar-powered kiosks in Zambia. 

Other works on solar charging kiosks are presented in 

(Shoarinejad & Shokri, 2016), (Munro & Christiansen, 

2016), (Frame et al., 2019), (Udayalakshmi & Sheik, 

2018), and (Shoewu & Salau, 2018). 

Despite that, a lot of work has been carried out on 

solar-powered charging booths/kiosks, but the design of 

a charging boot with customized chargers has not been 

presented. Thus, in this study, an ingredient of novelty 

involving the re-design or configuration of waste or 

thrown- out ac powered mobile phone chargers whose 

circuit elements might have been destroyed or burnt out 

as dc-dc converters for tapping the solar power for 

charging mobile phones is presented. By so doing waste 

mobile phone chargers are recycled for wealth creation 

toward achieving the 2030 sustainable development 

goals of the United Nations. 

5. Materials and methods 

The materials used to implement the solar system 

for charging mobile phones with customized dc chargers 

include waste ac based mobile phone chargers, a solar 

panel, a solar battery, a Charge controller, charging out-

lets (13 A double sockets), connecting cables, and a 

wooden cabinet.  

The method used in this work can be broken down 

into two parts. The first part deals with the design of so-

lar-powered mobile phone charging systems while the 

second part deals with the sourcing and configuration of 

waste ac based mobile phone chargers to suit the need at 

hand. 

2.1 The solar powered mobile phone charg-

ing system design 

The block diagram of the proposed solar system for 

charging mobile phones is shown in Fig. 1. 

 
Fig. 1. Block diagram of the solar system for charging mobile 

phones. 

Thorough and accurate sizing of the solar panel, the 

charge controller, and the battery is required for optimal 

performance and cost minimization while the choice of 

the charging outlets is influenced by the ease with which 

the customized charger can fit in. As a result, the detailed 

sizing of the solar panel, the charge controller, and the 

battery is carried out in this study 

2.1.1 Load specification 

The first point of reference in any solar system de-

sign is the load the system is expected to power which 

in this study are mobile phones whose battery specifica-

tions are used to determine the load size.  

Several varieties (or makes) of mobile phones with 

different battery specifications exist as reported in 

(Liang et al., 2019) and (Diouf et al., 2015).  The authors 

(Liang et al., 2019) reported the highest existing mobile 

phone battery capacity to be 3.82V, 4200 mAH (for 

Huawei mate 20p). To ensure that the proposed system 

can charge any type of mobile phone, the battery speci-

fications for the Huawei mate 20p were used to size the 

components of the solar system used in the design of the 

mobile phone charging system. The load data deter-

mined from the battery specification is shown in Table 

1. 

  

Table 1. Load data for the solar mobile phone charging system

Type of Load Voltage (V) Ampere-hour (Ah) Watt-hour (W-
h) 

Quantity, Q 
(units) 

Total W-h 

Mobile Phone 3.82 4.2 16.044 48 770.0112 
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2.1.2 Sizing of the solar battery storage 

The solar battery storage for the system was sized 

using equation (1) (Orovwode et al., 2022). 

BS =
TWh× N

BV× DoD×∈cable
    (1) 

Where; 

BS =Minimum battery capacity (Ah)  

TWh =Maximumwatt-hour required/day 

N = Number of days of autonomy  

BV = DC voltage of the battery (V) 

DoD =  Depth of discharge allowed for the bat-

tery  

Using a 12 VDC battery storage system used with 

the other parameters in equation (1) defined as follows: 

TWh = 770.0112 Wh (from table 1) 

N = 1 day, the choice of which is influenced by 

0% diversity 

∈cable= Efficiency of the connecting cables link-

ing the battery and the loads =  98% 

BS =
770.0112 × 1

12 × 0.7 × 0.98
= 93.54 Ah 

Therefore 100 Ah which is the nearest available 

size of battery was used in this design.   

2.1.3 Sizing of the solar PV panel 

The solar mobile phone charging system de-

signed in this study is intended for use at Abule-Ticha 

which is a remote rural area in Ado Ota Local Govern-

ment Area of Ogun State. Since the Local Government 

shares a boundary with Lagos State, the NASA data on 

the solar insolation for Lagos, Nigeria was used to de-

termine the size of the required PV panel. 

 The size of the  required PV panel was deter-

mined using equation (2) (Orovwode et al., 2018): 

SPV =
TWh

Nph∗∈sys
     (2) 

Where; 

SPV = Total wattage of the required panels (Watts) 

TWh = MaximumWatt-hour required per day 

Nph  = peak hours per day = 5.43𝑘𝑊/𝑚2/𝑑𝑎𝑦 

(NASA Data for Lagos) 

∈sys = Total system efficiency 

But, TWh = 770.0112𝑊ℎ  with zero tolerance 

due to the adoption of 0% diversity 

∈sys = ∈PV×∈cable1×∈cc×∈Batt×∈c2 (3) 

Where; 

 

∈PV = 𝑃𝑉 𝑚𝑜𝑑𝑢𝑙𝑒𝑠𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  =  80% 

 ∈𝑐𝑎𝑏𝑙𝑒1=  𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑛𝑔  
𝑐𝑎𝑏𝑙𝑒𝑠 𝑙𝑖𝑛𝑘𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑜𝑙𝑎𝑟 𝑝𝑎𝑛𝑒𝑙 𝑎𝑟𝑟𝑎𝑦  

𝑎𝑛𝑑 𝑡ℎ𝑒 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 =  95% 
∈cc = efficiency of charge controller =  90% 

 ∈Batt=  𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =  90% 

 ∈cable=  Efficiency of the connecting  
cables linking the battery and the loads =  0.95 

∴∈sys= 0.8 × 0.95 × 0.9 × 0.90 × 0.95 =  0.58 

   ∴ SPV =
770.0112

5.43×0.58
= 244.49 W 

To make the system more efficient, a 280 W 

mono-crystalline panel was used. 

2.1.4 Sizing of charge controller 

The charge controller employed in the design is 

the Pulse Width Modulated (PWM) type whose size is 

given by equation (4) (Benjamin & Dickson, 2017) 

CCS =  Isp × Sf     (4) 

Where;  

 CCS = size of the charge controller,  

 Isp =specified short circuit current of the panel, 

 Sf = safety factor = 1.25 

Now, from the nameplate of the 280 W panel 

(shown in Fig. 2) used, Isp = 10.38 A  

  Putting the values of Isp into equation (4) 

will give; 

 CCS = 10.38 × 1.25 = 13.03 A 

  The nearest available charge controller 

size (20 A) was used in this design. 

 

SUNPOWER SOLAR MODULE 
280 mono solar panel 

Maximum Power/Pmax(W) 250 

Maximum Power tolerance (%) X3% 

Open Circuit Voltage/ Voc(V) 36.85 

Short-Circuit Current / StC(A) 10.38 

Max Power Voltage/ Vmp(V) 31.5 

Max Power Current/Imp(A) 8.88 

Power Spectiations at STC: 1000W/m2, AM1.5, Cell 25 C 

Weight (kg) 19.3 

Dimensions(mm) 1640*952*35 

Max System Voltage (V) 1000 

Max Over current Protecting rat-
ing(A) 

1.5 

efficiency 16.65 

Module Application Circuit A 
Fig. 2. Name plate of the 280 W panel used 

 

2.2 Sourcing and reconfiguration of AC-

based waste chargers 

The solar charging system designed in this study 

is purely a direct current (DC) system requiring no in-

verter for energy conversion. By so doing, the system 

cost is minimized. However, the fact that mobile 

phones are provided with AC-based battery chargers 
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becomes a serious bottleneck to overcome. To over-

come the bottleneck, this study sourced and reconfig-

ured waste/burnt-out AC-based chargers to form the 

desired DC chargers which are code-named 'custom-

ized DC chargers'. 

The waste/burnt-out AC-based mobile phone 

chargers were sourced from several households at the 

Indomie Estate, Atan, a community in the Ado-Odo 

Local Government Area of Ogun State, Nigeria. From 

the waste chargers gathered, only the three-pin plugs 

were configured for use to avoid polarity interchange. 

The internal circuitries of the three-pin plugs waste 

chargers were reconfigured using the circuit diagram 

of Fig. 3. The choice of the LM7805 voltage regulator 

was motivated by the fact that a regulated voltage of 5 

V is required to charge a mobile phone (Ramli et al., 

2019), (Hanif et al., 2020), (Maulidyna et al., 2021).  

  
LM7805

 

12 Vdc  5 Vdc

 

From Charging 

Outlet
To Mobile 

Phone

  

 
Fig. 3. The circuit diagram of the customized DC   mobile 

phone charger 

3 Implementation and testing 

3.1 Implementation of the solar mobile 

phone charging system 
The implementation of the solar charging system 

involved two stages including the implementation of 

the kiosk and that of the customized chargers  

3.1.1 Implementation of the solar charging ki-

osk 

The solar charging kiosk was implemented in a 

wooden enclosure shown in Fig. 4. The upper com-

partments (one on each side) of the enclosure were 

used for mounting the charging outlets (13 A double 

sockets) as shown in Fig. 5 while the lower compart-

ment housed the battery and the charge controller as 

shown in Fig. 6. The solar panel was mounted on top 

of the enclosure with tilt-adjustable hangers for maxi-

mum solar energy harvesting. Provisions were also 

made for two wheels at the base of the kiosk for ease 

of mobility. 

 
Fig. 4. The solar charging kiosk with all the doors closed 

 
Fig. 5. The kiosk showing the arrangement of the charging 

Outlets 

 
Fig. 6. The base compartment of the kiosk showing the bat-

tery and charge controller arrangement 

3.1.2 Implementation of the customized DC 

chargers 

The Customized DC chargers were implemented 

by opening the links between the charging ports of the 

waste charges and the input terminals (the plugs) and 

replacing them with the configuration shown in Fig. 3. 

The front and the back view of the internal circuitries 

of a sample of the implemented charger are shown in 

Fig. 7 and Fig. 8 respectively while the finished 

charger is shown in Fig. 9. 

 
Fig. 7. The Front view of the internal circuitry of the cus-

tomized DC charger 
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Fig. 8. The back view of the internal circuitry of the 

customized DC charger 

 

 
Fig. 9. The customized DC charger 

3.2 Testing 

The Kiosk was tested to verify its usability for 

charging mobile phones. A sample of the photograph 

taken during the testing is shown in Fig. 10.  

 

 
Fig. 10. Sample system testing photograph 

The system was tested on six different types of 

Android mobile phones. The mobile phones with the 

batteries drained to various degrees were plugged into 

the system for charging and monitored for three hours. 

The result of the test is tabulated as shown in Table 2.  

Table 2. Mobile phone charging test results 

 

4. Conclusion 

 In this study, the availability of electrical power 

for charging mobile phones was identified as one of 

the challenges faced by most rural dwellers. The in-

creasing cost of fossil fuel and the associated dangers 

of carbon emission as well as the quest for conversion 

of waste to wealth for poverty alleviation motivated 

the authors to design and implement a mobile solar-

powered mobile phone charging system with custom-

ized chargers. The system was designed with the ca-

pacity to charge up to 48 mobile phones at a time. The 

charging test conducted on the system validated the ef-

fectiveness of the system for charging mobile phones. 

Further works shall consider the techno-economic 

analysis of the system 
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